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HYDROLOGIC EVALUATION OF A MEDITERRANEAN WATERSHED USING

THE SWAT MODEL WITH MULTIPLE PET ESTIMATION METHODS

F. Licciardello,  C. G. Rossi,  R. Srinivasan,  S. M. Zimbone,  S. Barbagallo

ABSTRACT. The Penman‐Monteith (P‐M) method suggested by the Food Agricultural Organization in irrigation and drainage
paper 56 (FAO‐56 P‐M) was used in the Soil and Water Assessment Tool's (SWAT) water balance simulation at the outlet of
an experimental watershed in Sicily, Italy. A sensitivity analysis determined that the model was more sensitive to this potential
evapotranspiration (PET) parameter than to the other six parameters impacting surface runoff in this small Mediterranean
watershed. The FAO‐56 P‐M method was compared to the three existing SWAT PET methods from 1997 to 2003. The
watershed's water balance was more realistically simulated by the FAO‐56 P‐M method than by the other PET methods. The
traditional P‐M method incorporated into SWAT overestimated total (surface and base flow) runoff volumes observed during
the entire period by approximately 50%; however, total runoff volumes were underestimated by only 17% when the FAO‐56
P‐M method was used. The surface runoff simulation results using the FAO‐56 P‐M PET equation for calculating daily values
was sufficient at the monthly time interval (Nash‐Sutcliffe efficiency >0.75) during the calibration and validation periods.
The incorporation of the FAO‐56 P‐M method has broadened the SWAT model's applicability to watersheds that are in
semi‐arid environments with high‐intensity, short‐duration rainfall events.

Keywords. FAO‐56 P‐M, Potential evapotranspiration, Surface runoff, SWAT, Watershed modeling.

ater availability and water quality issues have
become increasingly important due to their
impact on food supply, human health, ecosys‐
tems, and land uses (Nearing et al., 2004;

Zhang and Nearing, 2005). In spite of several attempts to de‐
velop predictive hydrologic models as environmental tools,
there is a lack of watershed models that can effectively simu‐
late Mediterranean climates with short‐duration, high‐
intensity rainfall events. For this study, a semi‐arid
Mediterranean environment, characterized by complex cli‐
matic, structural, and geomorphological factors, is simu‐
lated. Compared to humid climate regions, semi‐arid
environments have problems with predicting runoff, primari‐
ly due to the lack of data and research studies describing run‐
off generation mechanisms in catchments (Canton et al.,
2001; Latron et al., 2003) that are more difficult to analyze
due to high‐intensity, short‐duration, and highly variable
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rainfall events (Moussa et al., 2007). In Mediterranean wa‐
tersheds, Agenda 21 (United Nations, 1992) and the EU Wa‐
ter Framework Directive (European Union, 2000) are
interested in models that can adequately simulate water re‐
sources to assist in making environmental decisions.

Hydrologic models require the actual evapotranspiration
(ET) since it is the primary mechanism by which water is
transferred from the land surface to the atmosphere. ET in‐
cludes evaporation from the plant canopy, transpiration, sub‐
limation, and evaporation from the soil, which is difficult to
measure at the watershed scale due to time constraints and
costs. The ET computation is usually based on the potential
evapotranspiration (PET), which is the amount of water that
could evaporate and transpire from a vegetated landscape
with no restrictions other than the atmospheric demand (Jen‐
sen et al., 1990). The available PET estimation methods
(temperature‐based,  radiation‐based, and temperature/
radiation‐based)  often give inconsistent values due to the as‐
sumptions used in their determination, due to data
requirements,  or because they were developed for specific
climate regions (Wang et al., 2006). Utilization of the opti‐
mum PET method for a region is crucial for obtaining realis‐
tic results in hydrological modeling (Kannan et al., 2007).
There is a lack of information on how SWAT's simulation
performance is affected by PET method (Wang et al., 2006).

Three of the commonly used methods, the temperature‐
based Hargreaves method (Hargreaves et al., 1985), the
radiation‐based Priestley‐Taylor method (Priestley and Tay‐
lor, 1972), and the combination P‐M method (Allen et al.,
1989), were incorporated into the physically based Soil and
Water Assessment Tool (SWAT) model (Arnold et al., 1998).
The SWAT model has been applied in several countries with
promising results in the assessment of runoff, mainly at annu‐
al and monthly scales (Tripathi et al., 2004; Chaplot, 2005;
Di Luzio et al., 2005; Cau et al., 2005; Sulis et al., 2004).
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These applications have occurred with a wide range of soil
types, land uses, and climate conditions mainly at the large
watershed scale; few applications have been carried out in
small (about 1 km2) watersheds (Arnold and Fohrer, 2005;
Gassman et al., 2007). A proper calibration of model parame‐
ters is necessary when the model is applied at different spatial
scales (Licciardello et al., 2008).

The choice of PET method is important for hot and dry
areas, where the PET value differences can vary by 700 mm
year‐1 (Federer et al., 1996) depending on the method se‐
lected, ultimately impacting the overall watershed hydrolog‐
ical budget. The FAO‐56 P‐M method performed better than
other PET estimation equations (Hargreaves, FAO‐24 Pen‐
man I and II) in predicting lysimetric measurements in the
Spanish semiarid climate for both high and low evaporative
demand periods (Lopez‐Urrea et al., 2006). Only a few
SWAT simulations pertaining to Mediterranean areas exist
that demonstrate the relative importance of flow components
(Sulis et al., 2004). Gikas et al. (2006) used the SWAT model
in the prediction of hydrographs from a mountainous/agricul‐
tural watershed in northern Greece. The equation based on
the Penman‐Monteith (P‐M) method reported by the Food
and Agricultural Organization (FAO‐56 P‐M; Allen et al.,
1998) is the recommended PET method for the region that in‐
cludes the Cannata watershed.

Since obtaining a valid hydrologic simulation requires uti‐
lization of the correct PET method, which was previously un‐
available with the SWAT model, the FAO‐56 P‐M method
was incorporated to ascertain if the water balance within the
Cannata watershed could be more realistically simulated. A
successful water balance simulation would indicate applica‐
bility of the model in other watersheds with similar climatic
characteristics  for which data are unavailable.

The study's objective is to evaluate the hydrologic effec‐
tiveness of the SWAT model (Neitsch et al., 2002a) to accu‐
rately capture the water balance over an eight‐year period for
an area characterized by short‐duration, high‐intensity rain‐
fall events. The choice of PET estimation method (between
those included in SWAT and FAO‐56 P‐M) was included in
a sensitivity analysis performed to define the model sensitiv‐
ity to selected parameters for runoff volume at the outlet of
a small experimental watershed in Sicily.

MODEL BACKGROUND
The SWAT model is a physically based, semi‐distributed

parameter, watershed scale, continuous hydrologic model
developed by the USDA‐ARS to predict the impact of land
management  practices on water, sediment, and agricultural
chemical yields in large, complex watersheds with varying
soil, land use, and management conditions over long periods
of time. The model can be run at multiple time steps including
daily, monthly, and yearly (Neitsch et al., 2002a, 2002b).

In SWAT, a watershed is partitioned into a number of sub‐
watersheds interconnected by a stream network. Each subwa‐
tershed can be further divided into a number of spatially
unrelated hydrologic response units (HRUs) having unique
land use and soil combinations. Daily precipitation and maxi‐
mum and minimum air temperature data are required to more
effectively simulate the water balance of the watershed. An
imbedded weather generator can be used; however, the mod‐

el outputs are only as good as the model inputs. The
SWAT2000 version (Neitsch et al., 2002a) has options to use
observed solar radiation, wind speed, relative humidity, and
evaporation data. The model includes a number of storage da‐
tabases (i.e., soils, land cover/plant growth, tillage, and fertil‐
izer) that can be customized to reflect a particular
watershed's characteristics.

SWAT contains several hydrologic components (ET, sur‐
face runoff, recharge, streamflow, and subsurface flow) that
have been developed and validated at smaller scales (Leon‐
ard et al., 1987; Arnold et al., 1990). Runoff is estimated sep‐
arately for each subwatershed of the total watershed area and
routed to obtain the total runoff for the watershed. Runoff vol‐
ume is estimated from daily rainfall using the modified
USDA‐SCS curve number (CN) method. Interactions be‐
tween surface flow and subsurface flow in SWAT are based
on a linked surface‐subsurface flow model developed by Ar‐
nold et al. (1993).

Characteristics of this flow model include non‐empirical
recharge estimates, accounting of percolation, and applica‐
bility to watershed‐wide management assessments with a
multi‐component  watershed water budget. The concentra‐
tion time is calculated by summing overland flow and chan‐
nel flow times. Overland flow and channel flow times are
functions of overland flow and channel flow velocities, re‐
spectively. These velocities are estimated from Manning's
equations as functions of Manning's roughness coefficient
for overland and channel flow, respectively (Neitsch et al.,
2002b). Lateral subsurface flow can occur in the soil profile
from 0 to 2 m. Groundwater flow contribution to total stream‐
flow is generated by simulating shallow aquifer storage (Ar‐
nold et al., 1993). Flow from the aquifer to the stream is
lagged via a recession constant derived from daily stream‐
flow records (Arnold and Allen, 1996).

A single growth model in SWAT is used for simulating
crops and is based on the simplification of the Erosion Pro‐
ductivity Impact Calculator (EPIC; Williams et al., 1984) and
Agricultural Land Management Alternatives with Numerical
Assessment Criteria (ALMANAC; Kiniry et al., 1992) mod‐
els. The user can select whether to use the potential heat unit
or date of operation for plant growth simulations. The model
can simulate up to ten soil layers if sufficiently detailed infor‐
mation is available.

MATERIALS AND METHODS
INPUT DATA

AVSWAT‐2000
The GIS ArcView interface AVSWAT‐2000 (Di Luzio et

al., 2002) was used in this study. Spatial data sets are required
and include a digital elevation model (DEM), land cover, and
soil type. Elevation, land use, and soil characteristics input
data sets for the Cannata watershed were obtained from GIS
data layers at different resolutions. The elevation layer was
extracted from a 5 m resolution DEM purposely arranged by
digitizing 2 m elevation contour lines. The soil and land use
layers were obtained from maps at 25 m resolution of the five
soil textures (clay, loam, loam‐clay, loam‐sand, and loam‐
sand‐clay) and two management practices (pasture and win‐
ter wheat cultivation with rotation), determined during a
survey conducted in the watershed in 1996.
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Watershed Description
The monitored Cannata watershed is mountainous with an

ephemeral tributary from the Flascio River in eastern Sicily
(37° 53′ N, 14° 46′ E). The watershed covers about 1.3 km2

between 903 m and 1270 m a.s.l. with an average slope of
21%. The longest pathway is about 2.4 km, with an average
slope of approximately 12%. The concentration time, calcu‐
lated with the Kirpich equation (Chow et al., 1988), is equal
to 0.29 h. The monitoring equipment includes (fig. 1) a mete‐
orological station (A in fig. 1) recording rainfall, air tempera‐
ture, wind, solar radiation, and pan evaporation; two
pluviometric  stations (B and C); and a hydrometrograph (D)
continually measuring the water flow level.

Topographic Data
The watershed is divided into 31 subwatersheds, ranging

in size from 0.3 to 11.1 ha (fig. 1). This discretization gave
the suitable representation of the observed drainage network
geometry and density (Licciardello et al., 2006; Licciardello
et al., 2007). The multiple HRUs option in AVSWAT‐2000
was used to enable the creation of multiple HRUs for each
subwatershed. Minimum thresholds of 5% for land use and
10% for soil texture were used. These thresholds resulted in
63 HRUs.

Hydrologic Discharge Data
Rainfall data are collected in three locations close to and

within the Cannata watershed at 15 s intervals. Air tempera‐
ture, wind, solar radiation, and pan evaporation data are re‐
corded by a meteorological station located close to the
watershed with a time resolution of 1 h. The flow levels are
recorded above the confluence of the Flascio River using a
floating hydrometrograph. Land use and ground cover modi‐
fications are monitored every six months for 24 sites within
the watershed using a 1 m2 grid with 0.4 m2 subgrids. Surface
runoff, evaluated by an automated digital filter (Arnold et al.,
1995; Arnold and Allen, 1999) was the dominant component
of flow for each year (table 1).

Soil and Land Use Data
Fifty‐seven field soil samples were taken in the watershed

following three main directions (northeast‐southwest, north‐
south, and northwest‐southeast) starting from the same point
in a squared scheme with a side length of 200 m based on the
observed variation in the texture samples. Soil samples were
predominantly from the topsoil to represent the soil textures
simulated by SWAT. The planting, harvest, and tillage opera‐
tions and irrigation, nutrient, and pesticide applications are
scheduled by date (table 2). The potential heat unit value
(representing the number of heat units required to bring a
plant to maturity for both pasture and winter wheat plants)
was equal to 1800°C. This is the value set in the U.S. database
for areas with climatic characteristics similar to those ob‐
served in the present study. A pasture was planted between
two winter wheat cultivations to simulate the crop rotation.

Table 1. Yearly surface runoff and base flow volumes
evaluated by an automated digital filter.

Runoff
Component

Yearly Volumes (mm)

1997 1998 1999 2000 2001 2002 2003

Surface runoff 67.4 32.6 75.8 54.4 49.2 102.8 283
Base flow 12.3 5.6 37.8 9.0 0.0 15.5 117.6

Table 2. Management operations for the Cannata watershed.
Crop Date Management Operation

Winter
wheat

July 1 Kill/end of growing season
Aug. 31 Tillage
Oct. 31 Plant/begin growing season for winter wheat
Oct. 31 Auto‐irrigation initialization

Nov. 30[a] Fertilizer application

Pasture Jan. 1 Plant/begin growing season for pasture
Apr. 1 Grazing operation

Dec. 31 Kill/end of growing season
[a] A crop field is only cultivated on alternated years.

The curve number hydrologic group II (CN2) values were
derived using the standard procedure set by the USDA‐SCS
(1972). Based on the available distributed samples of texture,
structure, and field saturated conductivity, the watershed was
represented by soil hydrological groups C and D, character‐
ized with the highest surface runoff yield potential. The CN
values for the initial condition (AMC‐II) for pasture and win‐
ter wheat, taken from the SWAT database (USDA‐SCS,
1986) for arid/semi‐arid rangelands and for cultivated agri‐
cultural lands, were 81 and 89 for pasture and 81 and 84 for
winter wheat, respectively. A single curve number was used
throughout the year for both land uses. The three continuous
precipitation recording gauges and the meteorological sta‐
tion (A in fig. 1) were used for daily precipitation and climate
input data.

The 1996 survey identified the dominant (63%) soil tex‐
ture in the watershed as clay‐loam (USDA classification).
The rest of the watershed is characterized as loam (21%),
loam‐sand (10.5%), clay (3.5%), and loam‐sand‐clay (2.0%).
The soil saturated hydraulic conductivity, measured with a
Guelph permeameter (model 2800, Eijkelkamp, Giesbeek,
The Netherlands), was determined to be 0.2 to 17.6 mm h‐1

in the collected soil samples. Land use monitoring high‐
lighted the prevalence of pasture areas (ranging between 87%
and 92% of the watershed area) with different vegetation
(up�to 15 species) and ground covers. The four dominant soil
covers included: (1) a high‐density herbaceous vegetation
(eventually subjected to tillage operations) characterized by
Ranunculus bulbosus, Trifolium stellatum, Trifolium repens,
and Festuca circummediterranea with a ground cover value
in the observation period between 17% and 86% (mean of
47%); (2) a medium‐density herbaceous vegetation charac‐
terized by Dactylis glomerata, Trifolium repens, Cynosorus
cristatus, and Hedysarum coronarium with a ground cover
value between 14% and 67% (mean of 36%); (3) sparse
shrubs characterized in the higher layer of vegetation by Cra‐
taegus monogyna, Genista aetnensis, Calicotome infesta,
Rubus ulmifolium, and Pyrus communis and in the low layer
by the same species as the high‐density herbaceous vegeta‐
tion with a ground cover value in the observation period be‐
tween 30% and 70% (mean of 50%); and (4) cultivated winter
wheat planted at the end of October and harvested at the end
of July with a wheat‐fallow rotation. Additional watershed
characteristics  and sampling information are reported by Lic‐
ciardello and Zimbone (2002).

PET ESTIMATION METHODS IN SWAT AND THE P‐M
EQUATION SUGGESTED BY FAO‐56

The three PET methods included in SWAT vary in the
amount of required inputs. The P‐M method requires solar
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Figure 1. Layout of subwatersheds and hydrological network in the Cannata watershed, Sicily.

radiation, air temperature, relative humidity, and wind speed.
The Priestley‐Taylor method requires solar radiation, air
temperature,  and relative humidity. The Hargreaves method
requires air temperature only. The P‐M equation suggested
by FAO‐56 P‐M (Allen et al., 1998) is a modified version of
the P‐M method incorporated in SWAT. The different PET es‐
timation methods in SWAT are described by Neitsch et al.
(2002b). Here, some differences identified between the P‐M
method and the FAO‐56 P‐M method are reported in order to
help in understanding the differences in the PET estimations.

The original P‐M equation combines components that ac‐
count for the energy needed to sustain evaporation, the
strength of the mechanism required to remove the water va‐
por, and aerodynamic and surface resistance terms. The P‐M
equation is expressed as:

 
( ) ( )

⎟⎟⎠

⎞
⎢⎢⎝

⎛
+γ+Δ

−ρ+−Δ
=λ

a

c

a

zz
pairnet

r

r

r

ee
cGH

E

1

0

 (1)

where � E is the latent heat flux density (MJ m‐2 d‐1), E is the
depth rate evaporation (mm d‐1), � is the slope of the satura‐
tion vapor pressure‐temperature curve de/dT (kPa °C‐1), Hnet
is the net radiation (MJ m‐2 d‐1), G is the heat flux density to
the ground (MJ m‐2 d‐1), ρair is the air density (kg m‐3), cp is
the specific heat at constant pressure (MJ kg‐1 °C‐1), ez

0 is the
saturation vapor pressure of air at height z (kPa), ez is the wa‐
ter vapor pressure of air at height z (kPa), � is the psychromet-

ric constant (kPa °C‐1), rc is the plant canopy resistance
(s�m‐1), and ra is the diffusion resistance of the air layer (aero‐
dynamic resistance) (s m‐1).

One difference between the FAO‐56 P‐M equation and the
SWAT P‐M equation is in the calculation of the term Hnet,
which is equal to:

 ( ) bdaynet HHH +α−= 1  (2)

where Hday is the shortwave solar radiation reaching the
ground (MJ m‐2 d‐1), and Hb is the net incoming longwave
radiation (MJ m‐2 d‐1). The first difference is related to the
term �, which is the shortwave reflectance or albedo. In
SWAT, � is calculated as a function of the soil type, plant cov‐
er, and snow cover. In the FAO‐56 P‐M method, � is the cano‐
py reflection coefficient (equal to 0.23 for the hypothetical
grass reference crop).

The second difference is in the Hb term calculation. In
SWAT, Hb is calculated as follows (Jensen et al., 1990;
Wright and Jensen, 1972; Brunt, 1932; Doorenbos and Pruitt,
1977):
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where HMX is the maximum possible solar radiation to reach
the ground surface on a given day (MJ m‐2 d‐1), e is the vapor
pressure on a given day (kPa), TK

4 is the Stefan‐Boltzmann
constant (4.903 × 10‐9 MJ m‐2 K‐4 d‐1), and TK is the mean
air temperature in Kelvin (273.15 + °C).

In the FAO‐56 P‐M method, Hb is calculated by the
following equation:



1619Vol. 54(5): 1615-1625

 

( )

⎟
⎟
⎠

⎞
⎢
⎢
⎝

⎛ +
σ×

−⎟⎟⎠

⎞
⎢⎢⎝

⎛
−−=

2

139.034.035.035.1

4
min,

4
max, KK

MX

day
b

TT

e
H

H
H

 (4)

Another difference is in the calculation of the following
term:
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In SWAT, considering well‐watered plants under neutral
atmospheric stability and assuming logarithmic wind
profiles, the following equation is used (for wind speed in
m�s‐1) (Jensen et al., 1990) to calculate the term:
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where K1 is a dimension coefficient needed to ensure that the
two terms in the numerator of the P‐M equation have the same
units (for uz in m s‐1, K1 = 8.64 × 104), P is the atmospheric
pressure (kPa), and Tavg is the mean air temperature for the
day (°C).

In the FAO‐56 P‐M method, the term in equation 5 is
approximated by the following equation:

 2273
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where u2 is the wind speed at 2 m (m s‐1).
Moreover, the reference crops are alfalfa at a height of

0.40 m with a minimum leaf resistance of 100 s m‐1 and a crop
at a height of 0.12 m, and a fixed surface resistance of 70 s
m‐1 and an albedo of 0.23, respectively, in SWAT P‐M and
FAO‐56 P‐M.

MODEL PERFORMANCE ASSESSMENT

Model performance was evaluated by qualitative and
quantitative  approaches. The qualitative procedure consisted
of visually comparing data‐display graphics of the observed
and simulated values. The hydrologic component of the
model was quantitatively evaluated at different time scales
by a combination of both summary and difference measures
(table 3), as suggested by Willmott (1982), Legates and
McCabe (1999), and Krause et al. (2005).

Statistical parameters included the means and standard
deviations of both the observed and simulated values
(Moriasi et al., 2007). The Nash and Sutcliffe (1970)
coefficient of efficiency (E) and its modified form (E1) were
used to assess model efficiency because E results are more
sensitive to extreme values, while E1 better demonstrates
significant over‐ or underprediction by reducing the effect of
squared terms. The E and E1 coefficients were integrated
with the root mean square error (RMSE), which describes the
difference between the observed values and the model
predictions in the unit of the variable (Legates and McCabe,

Table 3. Coefficients and difference measures for
model evaluation and their range of variability.

Coefficient or Measure Equation
Range of

Variability

Coefficient of efficiency
(Nash and Sutcliffe, 1970)
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where
 n = number of observations.

 Oi, Pi = observed and predicted values at the time step i.

 values.observedofmean=O

.step timeat theequationregressionby thepredicted value^ iPi =

1999; Krause et al., 2005). In addition, following Willmott
(1982), the “systematic” and “unsystematic” portions of the
RMSE were quantified. For a “good” model, the systematic
error (RMSEs) approaches zero, while the unsystematic error
(RMSEu) is close to the RMSE value. The coefficient of
residual mass (CRM) was used to indicate model over‐ or
underestimation  of the observed values (Loague and Green,
1991; Chanasyk et al., 2003).

The values considered to be optimal for these criteria were
1 for E and E1, and 0 for RMSE and CRM (table 3).
According to Van Liew and Garbrecht (2003), simulation
results are considered good for annual values of E greater
than or equal to 0.75, satisfactory for annual values of E
between 0.75 and 0.36, and unsatisfactory for values below
0.36.

MODEL EVALUATION PROCEDURE

A model parameter sensitivity analysis was performed to
elucidate the model's sensitivity to selected parameters for
runoff at the outlet of the Cannata watershed. The Morris
qualitative screening method (Morris, 1991) was used
initially to determine model sensitivity to selected para-
meters among those suggested by the SWAT documentation
(Neitsch et al., 2002a) and previous analyses (van Griensven
et al., 2006; Veith et al., 2010). The FAO‐56 P‐M variable was
added to the list of parameters in the sensitivity analysis,
resulting in a total of 24 parameters screened by the Morris
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method. This method uses a random one‐factor‐at‐a‐time
(OAT) design in which only one input parameter (Xi) is
modified between two successive runs of the model. The
change induced in the model outcome Y = Y(X1, X2, ..., Xm)
can be unambiguously attributed to such a modification by
means of an elementary effect (ei) defined by:

 
i

ii
i X

YY
e

Δ
−= +1  (8)

where Yi+1 is the new outcome, Yi is the previous outcome,
and � Xi is the variation in the parameter.

Next, a global sensitivity analysis of the parameters that
indicated a degree of sensitivity for runoff volume was
carried out with the help of the software SimLab (2011),
based on the Monte Carlo (MC) method. The MC‐based
uncertainty and sensitivity analyses are based on performing
multiple model evaluations with probabilistically selected
model input. The parameters were assumed to be in a uniform
distribution. The Latin hypercube sampling (LHS) method
was chosen because it can reduce sampling times and it has
great computational efficiency (van Griensven et al., 2006;
Shen et al., 2008).

Latin hypercube simulation (McKay et al., 1979; Iman
and Conover, 1980; McKay, 1988) is based on MC simulation
but uses a stratified sampling approach that allows efficient
estimation of the output statistics. It subdivides the
distribution of each parameter into n strata with a probability

of occurrence equal to 1/n. For uniform distributions, the
parameter range is subdivided into n equal intervals. Random
values of the parameter are generated such that for each of the
m parameters, each interval is sampled only once. This
approach results in n non‐overlapping realizations. The
choice of sample size (n) in LHS depends on the number of
parameters (m). Satisfactory results can be obtained with n >
4/3m (Shen et al., 2008). Hence, for the m parameters
screened by the Morris method, the range of each parameter
was divided into n = 2m subintervals of equivalent
probability. The number of the model execution was fixed
equal to 10m, as suggested by the SimLab documentation.
Based on the sensitivity analysis results, a rank was assigned
to order the parameters on the basis of model sensitivity from
the highest (1) to the lowest (m). The parameter with the
highest rank was adjusted first, followed by the other
parameters.  The input parameters that demonstrated
negligible variation in the output maintained the SWAT
default parameter values. The adjusted parameters and their
values are presented in table 4.

The objective of the calibration process was to approach
the means and standard deviations calculated for the
observed and simulated runoff values, to maximize the
summary measures (E, E1), and to minimize the residuals
(RMSE, CRM) at different time scale, following the
approach to continuous simulation model evaluations
proposed by Neitsch et al. (2002a).

Table 4. Parameters ranges and results of the sensitivity analysis at the outlet of the Cannata watershed.

Name Min. Max. Definition Process[a]

Rank of
SA for

Annual R

Calibrated
Value or
Method

ALPHA_BF 0 1 Base flow alpha factor (days) GW ‐‐ ‐‐
CH_COV ‐0.001 1 Channel cover factor E ‐‐ ‐‐

CH_EROD ‐0.05 0.6 Channel erodibility factor E ‐‐ ‐‐
CH_K2 ‐0.01 150 Effective hydraulic conductivity in main channel alluvium (mm h‐1) C ‐‐ ‐‐
CH_K1 0 150 Effective hydraulic conductivity in tributary channel alluvium (mm h‐1) C ‐‐ ‐‐
CH_N2 ‐0.01 0.3 Manning coefficient for channel C ‐‐ ‐‐
CH_N1 0.01 30 Manning coefficient for the tributary channels C ‐‐ ‐‐
CN2[b] 35 98 SCS runoff curve number for moisture condition II R 2 81‐89
EPCO 0 1 Plant evaporation compensation factor Ev ‐‐ ‐‐
ESCO 0 1 Soil evaporation compensation factor Ev ‐‐ ‐‐

GW_REVAP 0.02 0.2 Groundwater “revap” coefficient GW ‐‐ ‐‐

GWQMN 0 5000
Threshold depth of water in the shallow aquifer required for return 

flow to occur (mm) S ‐‐ ‐‐
PET[c] 0 7.2 Potential evapotranspiration in the Cannata watershed (mm d‐1) ET 1 FAO‐56 P‐M

RCHR_DP 0 1 Groundwater recharge to deep aquifer (fraction) GW ‐‐ ‐‐

REVAPMN 0 500
Threshold depth of water in the shallow aquifer required for “revap” 

to occur (mm) GW ‐‐ ‐‐
SLOPE 0.0001 0.6 Average slope steepness (m m‐1) GM ‐‐ ‐‐

SLSUBBSN 10 150 Average slope length (m)[d] GM ‐‐ ‐‐
SOL_AWC 0 1 Available water capacity of the soil layer (mm mm‐1 soil) S 6 0.19‐0.23

SOL_Z 0 3000 Soil depth (mm) S 4 3000
SPCON 0.001 0.01 Linear parameter for calculating the channel sediment routing C ‐‐ ‐‐
SPEXP 1 1.5 Exponent parameter for calculating the channel sediment routing C 3 1.5

SURLAG 0 10 Surface runoff lag coefficient R 7 4
USLE_C[b] 0.001 0.5 USLE equation land cover/plant (C) factor E 5 0.04/0.4[e]

USLE_P 0.1 1 USLE equation support practice (P) factor E ‐‐ ‐‐
[a] GW = groundwater; E = erosion; C = channel; R = runoff; Ev = evaporation; GM = geomorphology; S = soil.
[b] The temporal variation of both CN2 and USLE_C factor was not calibrated.
[c] PET was calibrated by using the different estimation methods in SWAT and the FAO‐56 P‐M equation.
[d] On the basis of the DEM.
[e] For pasture and winter wheat, respectively.
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The split‐sample technique (Klemes, 1986) was used to
evaluate the hydrologic component of the model. In
particular, the observed surface runoff volumes from October
1996 to December 2000 at the watershed outlet were used for
model calibration at annual, monthly, and event scales. It was
necessary to use the surface runoff measured from October to
December 1996 in the calibration process because the
following years were dryer than the years used for validation.
The performance of the calibrated model was evaluated for
the period of January 2001 to December 2003. The surface
runoff calibration and validation time periods were selected
because they each have representative wet and dry events
(Green et al., 2006).

RESULTS
SURFACE RUNOFF VOLUMES

The Morris screening method identified seven parameters
to which the model indicated sensitivity related to annual
surface runoff at the outlet of the Cannata watershed. Table�4
presents the parameter ranking (based on model sensitivity)
and calibrated values that gave the best performance of the
SWAT model regarding surface runoff volumes. To
determine the PET method to which the SWAT model

demonstrated the greatest sensitivity impacting surface
runoff, calibration simulations used the following PET
estimation methods: SWAT P‐M (simulation series I),
Hargreaves (II), Priestley‐Taylor (III), and the FAO‐56 P‐M
equation.

The results of the statistics of the calibration and
validation process for surface runoff volumes at annual,
monthly, and daily scales are presented in table 5. The
cumulative simulated surface runoff volume from October
1996 to December 2000 (356.5 mm) was only slightly higher
than the observed value (343.5 mm). The simulation of
surface runoff was good (E > 0.75) at annual, monthly, and
event scales. The goodness of fit between the observed and
simulated surface runoff volumes was also confirmed by the
satisfactory values of E1 and the low values of RMSE and
CRM. As expected, the coefficient E1 was less sensitive to
peaks (Krause et al., 2005) and was generally lower than
E.�The RMSEu was higher than RMSEs at each time scale,
confirming the good model performance (Willmott, 1982).

A logarithmic scale was used to facilitate a better visual
comparison of the observed and simulated daily surface
runoff flows (fig. 2). The four observed surface flows higher
than 30 mm that occurred in the calibration period were
underestimated by the model.

Table 5. Coefficients, summary, and difference measures applied to surface runoff at different
time scales for calibration and validation tests at the Cannata watershed, Sicily.

Surface Runoff
Mean
(mm)

SD
(mm) E E1

RMSE
(mm)

RMSEs
(mm)

RMSEu
(mm) CRM

Calibration (Oct. 1996 to Dec. 2000)
Annual scale Observed 68.7 39.1 0.8 0.6 22.4 14.6 17.1 ‐0.04

Simulated 71.3 58.5

Monthly scale Observed 6.7 15.0 0.8 0.6 6.9 4.0 5.0 ‐0.04

Simulated 7.0 11.3

Event scale Observed 0.2 2.3 0.8 0.6 1.1 0.6 0.9 ‐0.04

Simulated 0.2 1.8

Validation (Jan. 2001 to Dec. 2003)
Annual scale Observed 141.0 121.8 0.9 0.7 32.4 32.1 13.7 0.2

Simulated 117.5 95.1

Monthly scale Observed 11.8 29.5 0.9 0.6 9.0 8.0 5.0 0.2

Simulated 9.79 22.8

Event scale Observed 0.4 4.9 0.9 0.6 1.7 1.3 1.2 0.2

Simulated 0.3 3.9
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Figure 2. Portion of observed and simulated daily surface flows for (a) calibration and (b) validation periods at the Cannata watershed, Sicily.
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Table 6. Predicted hydrologic budget for the Cannata
watershed from October 1996 through December 2003.

Hydrologic
Component

Calibration
(Oct. 1996 to
Dec. 2000)

Validation
(Jan. 2001 to
Dec. 2003)

Obs.
(mm)

Sim.
(mm)

Obs.
(mm)

Sim.
(mm)

Precipitation[a] 591.2 591.2 809.2 809.2
Surface runoff 52.2 68.3 141.0 113.8
Lateral flow 16.2 10.8 44.4 12.5
Groundwater flow 3.3 0.0
ET ‐‐ 598.6 ‐‐ 619.4
PET[b] ‐‐ 925.4 ‐‐ 1134.8
[a] Determined by interpolation.
[b] Using the FAO‐56 P‐M equation.

The simulation for the validation period had good and
satisfactory values of E and E1, respectively, at each time
scale. However, an underestimation was highlighted by the
differences in summary measures between observed and
simulated values. The underestimation was confirmed by the
high values of RMSE (especially its systematic part) and by
the positive value of CRM. The three events higher than
30�mm were underestimated by up to 64% (fig. 2). In table�6,
the complete water balance at the Cannata watershed is
shown for the calibration and validation periods.

DISCUSSION
HYDROLOGICAL COMPONENT

The sensitivity analysis results obtained from this study
are very similar to those of other studies except for the
inclusion of the FAO‐56 P‐M PET parameter. The PET
method‐related  runoff simulations that represented the
changing of additional parameters to which the model was
sensitive were not statistically significant (� = 0.05)
compared with the improvements obtained by using the
FAO‐56 P‐M equation. The reason that the surface runoff is
more sensitive to PET as compared with other input
parameters can be due to location and cover type (Federer et
al., 2006).

An evaluation of the entire period of simulation
(1996‐2003) indicated that the average PET simulated by the
FAO‐56 P‐M equation resulted in 28% greater values
compared to using the traditional SWAT P‐M method and
20% and 3% smaller values than the values calculated by
using the Hargreaves and Priestley‐Taylor equations, respec-
tively (table 7). In terms of ET, the differences were smaller
(17%, 3% and 1%, respectively; table 7). On a monthly scale,
considering the FAO‐56 P‐M equation as a baseline, the
SWAT P‐M and Priestly‐Taylor equations underestimated the
ET for 76% and 53% of the months, respectively, and the
Hargreaves equation overestimated the ET for 80% of the
months. The differences in both cases were higher during the
peak season of evaporative demand (April‐August) (fig. 3).

Table 7. Yearly potential and actual evapotranspiration simulated by the SWAT model at the Cannata watershed, Sicily using the SWAT
P‐M equation (series I), the Hargreaves equation (II), the Priestley‐Taylor equation (III), and the FAO‐56 P‐M equation (IV).

Complete
Year

Precipitation[a]

(mm)

Potential Evapotranspiration (PET, mm) by Series Actual Evapotranspiration (ET, mm) by Series

I II III IV I II III IV

1997 725.2 663.0 1154.7 961.3 927.5 482.6 686.0 658.2 642.0
1998 534.4 633.1 1110.0 917.0 916.9 459.5 641.5 624.2 620.0
1999 527.4 617.4 1196.6 889.2 936.5 438.0 529.3 519.9 543.3
2000 577.9 599.1 1169.5 863.9 967.8 430.9 519.9 504.9 526.8
2001 606.4 793.5 1206.0 1149.8 1053.7 516.9 563.4 586.8 558.9
2002 803.9 792.6 1202.2 1144.7 1024.4 520.6 557.7 555.8 547.6
2003 1017.3 774.6 1171.2 1109.9 984.2 557.7 722.2 715.8 670.3

Average 684.6 696.2 1172.9 1005.1 973.0 486.6 602.8 595.1 587.0
[a] Determined by interpolation.
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Figure 3. Monthly values of ET calculated by the SWAT P‐M, Hargreaves, Priestley‐Taylor, and FAO‐56 P‐M equations in the period October 1996
through December 2003 for the Cannata watershed, Sicily.
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The differences in PET estimations by different methods
can be due to several reasons (e.g., different assumption or
data requirements; Wang et al., 2006). It can be useful for the
user to know the sources of the differences in the PET
estimations by the two P‐M methods used here. In particular,
while it was not easy to quantify the difference due to the term
�, the Hb value calculated by SWAT resulted in an
underestimation  compared to the Hb value calculated by
FAO‐56 P‐M. Moreover, the bigger the difference between
Hday and HMX (the cloudiness increases), the bigger the
difference was between the Hb estimations by the two
methods. Considering the calculation of the (ρair cp)/ra term,
it was found that the higher the wind speed and the bigger the
saturation vapor pressure deficit (ez

0 – ez), the bigger the
difference was between the two methods in the second
addendum of the P‐M equation. The difference in the
reference crops gave small differences in the determination
of the plant canopy resistance and the diffusion resistance of
the air layer (aerodynamic resistance). In particular, in SWAT
P‐M, rc and ra for the reference crop are equal to:

 
⎟
⎠
⎞⎢

⎝
⎛ −

=

330
CO

4.04.1

49

2
cr  (9)

where the default value for CO2 equal to 330 ppmv is rc = 49.
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where uz is the wind speed at z m (m s‐1).

In FAO‐56 P‐M, rc and ra are calculated by:

 rc = 70 s m‐1 (11)

 
2

208
u

ra =  (12)

To obtain Hargreaves PET value estimations closer to the
FAO‐56 P‐M method results, the conversion factor and the
exponent for the change in humidity need to be changed. The
EPIC model (Sharpley and Williams, 1990) uses a default
value of 0.0032 and an exponent value of 0.6, rather than
0.0023 and 0.5, respectively, to increase simulation accuracy

for humidity in the southern region of the U.S., which is
similar to the humidity in Sicily.

Surface runoff volumes varied depending on the method
of PET and ET estimation. In particular, the SWAT model
overestimated by approximately 50% the total (surface and
base) runoff observed at an annual scale during the entire
period (October 1996 to December 2003) using the
traditional default P‐M method. Total annual runoff volumes
were underestimated by approximately 29%, 20%, and 17%
when the Hargreaves, Priestley‐Taylor, and FAO‐56 P‐M
methods were used, respectively (fig. 4).

When the traditional SWAT P‐M method was used, the
total annual runoff was larger than the observed volumes in
six of the seven years. The simulated annual total runoff was
underestimated for four of the seven years, with the higher
observed surface runoff when the FAO‐56 P‐M equation was
used. The Hargreaves and Priestley‐Taylor methods resulted
in underestimation of total runoff for five and four of the
seven years, respectively. The use of the traditional P‐M
method resulted in the smallest difference with the base flow
estimation (38%) but the greatest difference in the surface
runoff estimation (54%) (fig. 4). The FAO‐56 P‐M, Priestley‐
Taylor, and Hargreaves equations resulted in daily surface
runoff underestimated values of 32%, 37% and 38%,
respectively (considering 71 observed daily surface flow
values higher than 1 mm). Use of the FAO‐56 P‐M equation
minimized the daily surface flow overestimation obtained
with the traditional SWAT P‐M equation (from 1082% to
660%, respectively), allowing the water balance to be more
representative  of the Cannata watershed. This result is
probably due to the peculiarity of the hydrologic processes in
Mediterranean regions. Runoff depends on catchment
characteristics,  antecedent hydrologic conditions, and
rainfall event variability, including low runoff coefficients
reflecting short‐duration, high‐intensity convective storms
over dry soils (Licciardello et al., 2007; Latron et al., 2003).

The underestimated disparity present between the daily
observed and SWAT‐simulated surface runoff volumes,
especially for the most significant events (higher than
30�mm), was also determined by Govender and Everson
(2005). These authors had E = 0.68 for a small natural  uld be
due, at least in part, to the fact that both empirical and
physically based models are deterministic in nature, and
observed data have a significant random component for



1624 TRANSACTIONS OF THE ASABE

which models cannot account within the deterministic
framework (Nearing, 1998). Additionally, the model output
is only as good as the input data. The daily‐scale runoff
volumes are the most difficult to represent because of the
short‐duration, high‐intensity rainfall that occurs in this
region.

It should be noted that the values of E and E1 were
generally higher in the validation period than in the
calibration period, most likely due to the presence of more
rainfall events generating significant runoff volumes from
2001 to 2003. Gómez et al. (2001) found that large rainfall
events resulted in higher E values (table 5).

CONCLUSIONS
Results for the SWAT model hydrologic simulation of a

Cannata, Sicily, watershed were promising after the
traditional SWAT P‐M equation was replaced with the
FAO‐56 P‐M equation, which is more representative of a
Mediterranean climate. Overall, the statistics for the daily
timescale were best when the FAO‐56 P‐M method was
employed. The model was more sensitive to this PET
method, as evidenced by a model sensitivity analysis, than to
the other six parameters that impact surface runoff volume.
Observed surface flows higher than 30 mm were under-
estimated in both the calibration and validation periods. The
incorporation of the FAO‐56 P‐M PET method has broadened
the model's applicability to watersheds in semi‐arid envi-
ronments with high‐intensity, short‐duration rainfall events.
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