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ABSTRACT

The Missouri River basin (MRB) is the largest river basin in the United States and is one of the most
important agricultural regions in the world. Three decadal climate variability (DCV) phenomena—the Pacific
decadal oscillation (PDO), the tropical Atlantic sea surface temperature (SST) gradient variability (TAG),
and the west Pacific warm pool SST variability (WPWP)—substantially influence hydrometeorology in the
MRB. The authors report on a simulation study with the Soil and Water Assessment Tool (SWAT) to
estimate impacts on water availability in response to realistic values of PDO, TAG, and WPWP indices in
approximately 13 500 hydrologic unit areas covering the MRB. SWAT, driven by hydrometeorological
anomalies associated with positive and negative phases of PDO and TAG, indicated major impacts on water
yields and streamflows, as much as640% of the average in many locations. Impacts of theWPWP index were
smaller. Consistent with observations during 1949–2010, SWAT showed water flow increases of as much as
80% of the average, causing very wet periods when the positive phase of the PDO and the negative phase of
the TAG at extreme amplitudes were superposed. Water flows decreased by a similar amount, resulting in
severe to extreme droughts when the negative phase of the PDO and the positive phase of the TAG at
extreme amplitudes were superposed. Thus, the combined and cumulative effects of these DCV phenomena
on water flows, droughts, and wet periods in the MRB can be dramatic, with important consequences for all
water-consuming sectors as well as for feedbacks to the climate system.

1. Introduction

Multiyear to decadal hydrologic cycles (DHCs), in-
cluding extremely dry and wet spells, affect crop pro-
duction; pasture and range conditions; urban and rural
water systems; infrastructure; electricity generation;
river navigation; recreation; livestock production and

health; ecological integrity; and, ultimately, regional and
national economies (see, e.g., Mehta et al. 2013a). The
recognition by decision-makers of increasing societal
consequences of floods and droughts, some clearly at-
tributable to DHCs, has prompted legislation at local,
state, and national levels, encouraging improvements in
water management and water use efficiency.
Floods cause loss of life and property in coastal regions

and low-lying lands and often lead to public health haz-
ards that threaten the lives of survivors. The effects of
multiyear to decadal floods and droughts, however, are
particularly dramatic in the agriculture sector, resulting in
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billions of dollars in crop losses around the world annu-
ally. Droughts affect more people worldwide than any
other natural hazard (Wilhite 2000). Shortages of water
for drinking and irrigation, consequent reductions in food
production, and other stresses due to drought can con-
tribute to social and political strife, civil wars, and in-
ternational conflicts (Gleick 1993; Cooley et al. 2013). In
addition to the need for information in times of imme-
diate flood and drought emergency, planning for water,
food, energy, and urban infrastructure development
would benefit greatly, were it available, from reliable
information on prospects for wet and dry periods ex-
tending one, two, or more decades into the future. But,
skillful forecasts of this kindwill require that the causes of
DHCs and their impacts be better understood.
A substantial body of research has emerged in the last

two decades focused on understanding causes and
mechanisms of natural decadal climate variability (DCV;
e.g., Meehl et al. 2009; Murphy et al. 2010) and its in-
fluences on terrestrial hydrology. Several DCV phe-
nomena have been identified: these include the Pacific
decadal oscillation (PDO; Mantua et al. 1997), the trop-
ical Atlantic sea surface temperature (SST) gradient
variability (TAG;Houghton andTourre 1992;Mehta and
Delworth 1995; Chang et al. 1997; Mehta 1998; Enfield
et al. 1999), the west Pacific warm pool SST variability
(WPWP;Wang andMehta 2008), and decadal variability
of interannual El Niño–La Niña events (Balmaseda et al.
1995; Kestin et al. 1998; Power et al. 1999; An and Wang
2000). These DCV phenomena have been identified in
observational records and are associated with the occur-
rence of DHCs on land (Mehta 1998; Nigam et al. 1999;
Hidalgo 2004; McCabe et al. 2004; Meehl and Hu 2006;
Schubert et al. 2009; Mehta et al. 2011, 2014).
Simulation experiments with global earth system

models (ESMs) have substantially clarified and repro-
duced the hypothesized impacts of DCV phenomena on
precipitation and temperature in certain regions of the
world (see, e.g., Schubert et al. 2009). While consider-
able progress has been made in understanding causes of
DCV phenomena, understanding of DCV impacts on
water availability and agriculture has not made a com-
parable progress even though numerous observational
studies (see citations in the previous paragraph) have
identified associations between them.Mehta et al. (2011,
2012) conducted two exploratory studies on a small
number of watersheds in the Missouri River basin
(MRB) that established the sensitivity of the basin’s
water and agriculture sectors to the impacts of DCV
phenomena. Building on these previous studies, the
present study is a part of a large program to develop a
decadal climate and impacts simulation and prediction
system for the MRB, to develop adaptation options for

water and agriculture sectors in the MRB using the de-
cadal climate and impacts information, and to estimate
the value of decadal climate and impacts information to
the agriculture sector in the MRB. Global ESMs and a
very high-resolution land-use–hydrology–crop model—
the Soil and Water Assessment Tool (SWAT; Arnold
and Allen 1993; Arnold et al. 1999)—are being used in
this program. Preliminary results on decadal pre-
dictability of ocean-basin-averaged SSTs and decadal
predictability of indices of the PDO, TAG, WPWP, and
El Niño–La Niña phenomena are reported in Mehta
et al. (2013b, 2015, manuscript submitted to Climate
Dyn.) from this program. A dynamical–statistical tech-
nique for decadal hydrometeorological predictions be-
ing developed for theMRB—applied to southernAfrica
as a test case—is reported in Mehta et al. (2014). The
research reported here was designed to simulate impacts
of DCV phenomena on surface and groundwater in the
MRB with SWAT. The responses of spring and winter
wheat yields in the MRB to simulated DCV scenarios
are not described here.

Importance of the MRB

1) LAND AND INDUSTRY

The importance of the MRB is described in detail in
Mehta et al. (2011), so only a brief description is given
here. The MRB covers approximately 1.3millionkm2,
including a part or all of 10 U.S. states and two Canadian
provinces; it is also home to 28 Native American tribes.
Inhabitants of the basin depend on the Missouri River
and its tributaries for irrigation, drinking water, industrial
needs, hydroelectricity, navigation, recreation, and fish
and wildlife habitat. The basin contains agrarian counties
as well as more than 2000 urban communities, including
large metropolitan areas such as Omaha, Nebraska;
Kansas City, Missouri; and Denver, Colorado. The
basin is a very important agricultural region, pro-
ducing approximately 46% of U.S. wheat, 22% of its
grain corn, and 34% of its cattle. Approximately 47.3
million ha are in cropland, 90% of them are entirely
dependent on precipitation. Approximately 4.9 mil-
lion ha are under irrigation, much of it dependent on
water withdrawals from the Ogallala Aquifer, the
most intensively used aquifer in the United States. In
terms of economic importance, the approximate value
of crops and livestock produced in the basin is over
$100 billion per year.

2) MANIFESTATIONS OF DECADAL CLIMATE

VARIABILITY IN THE MRB

Much of the MRB—essentially all of it west of
1008W—lies within the Great Plains region of North
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America and is semiarid in climate for the most part
(Rosenberg 1987). East of 1008W, the land is included in
what has been termed the ‘‘Prairie Provinces,’’ which is
subhumid–humid in its climate. It is interesting to note
that the early nineteenth-century explorers Zebulon
Pike and Stephen Long passed through the Great Plains
region in times of drought and referred to the region in
their reports as a ‘‘desert’’ (Wishart 2004; Rosenberg
2007). Periodic droughts following European settle-
ment of the Great Plains region led to repeated out-
migrations from the region, the last major one in the
1930s. In the late nineteenth century, Powell (1879)
recommended that irrigation be developed in this region
to buffer the effects of recurrent droughts, and in the
midst of the ‘‘Dirty Thirties,’’ a report to President
Franklin D. Roosevelt (Cooke et al. 1936) proposed a
wide variety of agronomic adaptations and policy ad-
justments to stabilize the region. All of these explorers
and observers were certain that droughts (as well as wet
spells) were a permanent feature of the region’s climate.
None, of course, were aware that DCV forced by oce-
anic phenomena was a major cause.
In recent times, impacts of major global-scale DCV

phenomena such as the PDO, TAG, andWPWP onU.S.
climate are reasonably well documented and quantified
by analyses of climate observations. There are in-
dications that large-scale climate influences of the PDO
(see, e.g., Ting and Wang 1997; McCabe et al. 2004;
Mehta et al. 2011), TAG (Schubert et al. 2009; Mehta
et al. 2011), and WPWP (Wang and Mehta 2008; Mehta
et al. 2011) influence precipitation variability in the
MRB at the decadal time scale. The Atlantic multi-
decadal oscillation is known to influence precipitation in
the United States at multidecadal time scales (McCabe
et al. 2004). Interannual ENSO variability explains less
than 20% while decadal time scale variability explains
approximately 40%–50% of the total precipitation,
runoff, and streamflow variances within the basin
(Guetter and Georgakakos 1993; Lins 1997; Cayan et al.
1998). The PDO and TAG acting individually explain
approximately 20%–40% of precipitation variance in
the basin, and 10%–20% is explained by the WPWP.
Gurdak et al. (2007) established a linkage between the

PDO and groundwater recharge rates and mechanisms
in the High Plains Aquifer that underlies much of the
basin. These hydrologic variability estimates are also
reflected in the percentage area of the basin under se-
vere to extreme drought conditions. The fraction of the
basin experiencing severe to extreme drought in the
twentieth century has ranged from 20% to 60% or more
at interannual to decadal time scales (Mehta et al.
2013a). Portions of the basin have also experienced a
multiyear to near-decadal drought during the first

decade of the twenty-first century. The droughts have
alternated with multiyear to decadal wet spells.
This paper is organized as follows. The introduction is

followed in section 2 by a review of previous research
and a statement of study objectives. The SWAT model,
data used in this study, and experiment design are de-
scribed in section 3; impacts of individual DCV scenar-
ios on water yield and streamflow are described in
section 4; impacts of multiple DCV scenarios on water
yield are described in section 5; and impacts of extreme
DCV scenarios are described in section 6. Discussion
and conclusions are presented in section 7.

2. Background and objectives

The Hydrologic Unit Model of the United States
(HUMUS; Srinivasan et al. 1993)–SWAT system has
been used in studies relating agricultural and water re-
source management to climate change. Using this sys-
tem, Thomson et al. (2003) simulated effects of various
types of El Niño events on North American water re-
sources. Rosenberg et al. (2003) simulated climate
change scenarios and their impacts on irrigation water
supply in North America. Jayakrishnan et al. (2005)
simulated effects of management scenarios on water
quantity and quality. Kannan et al. (2005, 2011) and
Santhi et al. (2008) modified the HUMUS–SWAT sys-
tem to use in the Conservation Effects Assessment
Project to quantify environmental benefits of conser-
vation practices used by private landowners participat-
ing in the U.S. Department of Agriculture (USDA)
conservation programs.
In an exploratory study, Mehta et al. (2011) applied

the HUMUS–SWAT system to 75 widely scattered lo-
cations in the MRB in order to explore how the PDO,
TAG, and WPWP affect net water availability.1 Hy-
drometeorological anomalies associated with positive
and negative phases of the three DCV phenomena at
their average amplitudes were used to drive HUMUS–
SWAT. In the positive phase of the PDO, the tropical–
subtropical Pacific SSTs are above average and the
midlatitude Pacific SSTs are below average; in the neg-
ative phase of the PDO, the tropical–subtropical Pacific
SSTs are below average and themidlatitude Pacific SSTs
are above average (Mantua et al. 1997). In the positive
phase of TAG, tropical North Atlantic SSTs are above
average and the tropical South Atlantic SSTs are below

1Net water availability was defined as the amount of water
available for runoff and groundwater percolation that was ob-
tained as the arithmetic difference between precipitation and
evapotranspiration.
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average; in the negative phase of TAG, tropical North
Atlantic SSTs are below average and the tropical South
Atlantic SSTs are above average (Mehta 1998). The
WPWP is above average in the positive phase and below
average in the negative phase (Wang and Mehta 2008).
The HUMUS–SWAT simulations revealed major im-
pacts, with locally specific variations as large as650%of
average net water availability. For typical values of the
threeDCV indices (Mehta et al. 2011), basin-aggregated
net water availabilities differed substantially between
positive and negative phases of the PDO, TAG,
and WPWP.
The results of our exploratory studies of DCV impacts

on net water availability (Mehta et al. 2011) and crop
yields (Mehta et al. 2012) in the MRB were reported to
over 125 farmers, water managers, policymakers, and
other stakeholders in several organized workshops held
in the MRB. While the results were very interesting to
these stakeholders and policymakers, they indicated
(Mehta et al. 2013a) that, to be useful for planning and
other purposes, climate and impacts information must
be provided at the spatial and temporal resolutions re-
quired by each societal sector. The surface area of each
watershed in our exploratory study ranged from 800 to
13 000km2, with the average watershed area being
4500km2. Thus, our study included only 337 500km2

surface area out of the total of 1.322 millionkm2 area of
the MRB, and the exploratory study used only mini-
mally calibrated and validatedHUMUS–SWAT system.
Therefore, in our current program on decadal climate
and impacts simulation and prediction, mentioned in the
introduction, we are using a very high-resolution version
of SWAT that is also much improved in other ways, as
described in section 3a. The spatial resolution of SWAT
employed in these studies was determined by the spatial
resolution of observed, gridded hydrometeorological
data, available for a sufficiently long period of time, to
drive SWAT; these data are described in section 3b.
Employing the very high-resolution SWAT allows us
to aggregate water and crop yields data at any
coarser-resolution levels from local watersheds to the
entire MRB as required by stakeholders and policy-
makers. Also, the PDO, TAG, and WPWP indices
were at or above their absolute average values in 32,
27, and 27 years, respectively, during the 61-yr (1949–
2010) study period. Therefore, simulating individual
and simultaneous impacts of average amplitudes of
these DCV phenomena would not only provide in-
sights into how DCV phenomena impact water and
crop yields, but also allow us to provide guidance to
stakeholders and policymakers in the MRB on im-
pacts of relatively frequently occurring DCV phe-
nomena. Additionally, simulating impacts of extreme

amplitudes of these DCV phenomena would allow us
to provide ‘‘best/worst case scenarios’’ to the stake-
holders and policymakers.
Therefore, in the study reported here, the overarching

objective is to simulate the influences of various states
and combinations of the PDO, TAG, and WPWP on
surface and groundwater contributions to water yields
and stream/river flows in the MRB. Specifically, the
following questions are addressed with the very high-
resolution and advanced version of SWAT:

1) What are the impacts of hydrometeorological anom-
alies associated with positive and negative phases
and average amplitudes of PDO, TAG, and WPWP
individually on surface and groundwater contribu-
tions to water yields and stream/river flows in the
MRB?

2) What are the impacts of hydrometeorological anom-
alies associated with various combinations of PDO,
TAG, and WPWP at their average amplitudes in
both positive and negative phases on surface and
groundwater contributions to water yields and
stream/river flows in the MRB?

3) What are the impacts on surface and groundwater
contributions when the three DCV phenomena are
at their extreme amplitudes in both their positive and
negative phases?

3. SWAT, data, and experiment design

a. SWAT

SWAT, developed by the USDA’s Agricultural Re-
search Service (ARS), is a physically based, spatially
distributed watershed model used to evaluate long-term
impacts of land management practices on water re-
sources over a range of scales (Srinivasan and Arnold
1994; Rosenthal et al. 1995; Spruill et al. 2000; Weber
et al. 2001; Santhi et al. 2001; Di Luzio et al. 2002;
Jayakrishnan et al. 2005; Gassman et al. 2014). SWAT is
efficient in terms of computational power and time and
can simulate processes of interest in very large basins
over long periods of time. Major components of SWAT
include hydrology, weather, sedimentation, soil tem-
perature, crop growth, nutrients status in soil and water,
agricultural management, and pesticides, and each
component is further divided into subcomponents.
Moreover, a watershed is divided into multiple sub-
watersheds, which are then further subdivided into
hydrologic response units (HRUs) characterized by
homogeneous land use, management, and soil charac-
teristics. SWAT simulates the overall hydrologic bal-
ance for each HRU with a daily time step, and model
output is available in daily, monthly, and annual time

2458 JOURNAL OF HYDROMETEOROLOGY VOLUME 17



steps. Detailed descriptions of the methods used in
modeling these components and subcomponents
can be found in Arnold et al. (1999) and Neitsch
et al. (2005).
The HUMUS–SWAT system for the MRB was orig-

inally set up at a coarse resolution of eight-digit hydro-
logic unit codes (HUCs; 310 subwatersheds in the MRB
with an average area of 3000km2 each) and was mini-
mally calibrated and validated using average annual
observed streamflow (Arnold et al. 1999; Rosenberg
et al. 2003). The geographic details applied in previous
versions of the HUMUS–SWAT system do not ade-
quately serve many water resource investigations and
management needs. Moreover, investigations using
higher-resolution subbasins (12-digit watersheds) would
help local, state, and federal agencies within the
United States to develop the framework needed for
watershed management decisions, as also revealed by
our interactions with stakeholders and policymakers in
the MRB. Keeping this in mind, we use 12-digit wa-
tersheds (average area of 100 km2 each) in the very
high-resolution SWAT developed for the MRB. De-
tails of the very high-resolution model development
and its calibration and validation are described in
Daggupati et al. (2016), so only a brief description is
given here.
Developing a physically based, very high-resolution

hydrologic model for vast basins like the MRB is a
difficult task because of the large amounts of input in-
formation required and the complexity of their in-
tegration (Santhi et al. 2008). Therefore, the MRB was
first divided into three parts (upper, middle, and lower
MRB) to simplify the modeling effort and increase
simulation speed. Upper MRB encompasses the drain-
age areas of the Yellowstone and upperMissouri Rivers.
Middle MRB includes the drainage areas of the Platte,
James, and middle Missouri Rivers. Lower MRB in-
cludes the drainage areas of the Kansas and lower
Missouri Rivers. These three parts of the MRB were
simulated individually. Because of their large areas
(upper, 473 133km2; middle, 554 770 km2; and lower,
294 243 km2), spatial variability within each part was
considered in its calibration, including variability of land
use, vegetation cover, elevation, and climate. These
three parts of the MRB were hydrologically connected
by inputting flow from the upper to the middle and from
the middle to the lower parts. Then, the MRB was fur-
ther divided into 11 regions, and a ‘‘headwater catch-
ment’’ (consisting of multiple 12-digit watersheds with
an observed streamflow gauge, no reservoirs, and no
major manual water abstraction) was selected in each
region and was calibrated for crop and water yields. The
parameters from the calibrated headwater catchment

were extrapolated to other subwatersheds in the region
to complete a comprehensive calibration.
ArcSWAT 2012 (revision 612) for ArcGIS (version

10) interface (Winchell et al. 2007) was used in this
study. Several changes in interface and model routines
were made to ArcSWAT 2012 to apply it for simulation
of large basins such as the MRB.
The ArcSWAT interface user-defined watershed

boundary and stream option was used to input processed
12-digit HUCs, the National Hydrography Dataset, and
30-m (3 arc s) digital elevation model data for each river
basin to provide watershed and topographic parameter
estimation.
Land-use data covering the basin were obtained from

2010 and 2011 Cropland Data Layers (CDLs). Several
postprocessing techniques were developed to combine
CDL and MODIS irrigated land layers to prepare a
land-use/land-cover map at 30-m resolution that has
crop rotations, and irrigated lands are considered in the
delineation. The land-use data provide spatial in-
formation on where particular crops are grown. Data on
associated management practices such as crop variety,
crop rotation, planting and harvesting dates, and fertil-
izer and irrigation rates must be provided by the user. To
obtain such spatial management data for the entire
MRB would be an overwhelming task even if such data
were readily accessible. Therefore, in this study, we
made simplifying assumptions regarding management
practices.
Growth of major dryland and irrigated crops grown in

the basin (such as corn, soybean, and winter and spring
wheat) are represented in SWAT using plant growth
algorithms based on heat unit scheduling. SWAT sim-
ulates plant growth using a heat unit approach where
plant heat units are defined as the difference between
plant base temperature and daily temperature, summed
for all days when temperature is above the base tem-
perature. SWAT specifies a ‘‘planting’’ (growth start)
operation and a ‘‘kill’’ (stop growth and convert to res-
idue) operation for each selected plant species. The
timing of management operations is expressed in frac-
tions of total heat units required for crop maturity. For
example, the fraction of total heat units for harvest op-
eration is 1.16. The fraction is greater than 1.0 because
corn is allowed to dry prior to harvesting. Fertilizer and
irrigation applications are triggered when a specified
‘‘heat units to maturity’’ is reached. In this study, an
automatic fertilizer routine was used to simulate fertil-
izer application, a function of user-specified nitrogen
stress. For irrigated crops, an auto irrigation routine was
used to supply water as a function of user-specifiedwater
stress threshold. Rangeland and forest occur across the
basin. Care was taken such that the ‘‘real world’’ plant
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species of rangeland and forest are represented spatially
in SWAT. The State Soil Geographic (STATSGO;
NRCS 1994) 1:250 000 scale map was used in this study.
All soil properties needed for the very high-resolution
SWAT were extracted from the STATSGO layer and
distributed with the ArcSWAT software.
HRUs are the basic building blocks for SWAT that have

homogeneous hydrologic characteristics. Through the
ArcSWAT interface, land use, soil, and slope layers were
overlaid to create unique combinations ofHRUswithin the
upper, middle, and lower MRB. The slope classes used for
this process were 0%–4%, 4%–8%, and greater than 8%.
A total of 103793, 160267, and 105569HRUswerederived
in the upper, middle, and lower MRB, respectively.
There are numerous small, medium, and large res-

ervoirs within the MRB. Reservoir data—such as size,
area, and volume impounded—were obtained from
the National Inventory Dataset (from nid.usace.army.
mil) and converted into SWAT-readable input format.
There are 37, 38, and 32 reservoirs in the upper, mid-
dle, and lower MRB, respectively. Major reservoirs on
the Missouri River (main stem) were simulated using
the daily reservoir outflow approach where the ob-
served daily streamflow data from a gauge down-
stream of the reservoir were input into SWAT. For all
other reservoirs, the simulated control outflow ap-
proach was used because of a lack of adequate res-
ervoir release data and the complexity involved in
simulating each reservoir operation.
SWAT was first calibrated for crop yield and then for

hydrology. Simulated yields of dryland corn, soybean,
winter wheat, and spring wheat and of irrigated corn and
soybean were calibrated against actual yields estimated
by the USDA’s National Agricultural Statistics Service.
Simulated and observed crop yields were in close
agreement in headwater catchments, with bias and
normalized root-mean-square errors less than 20%.
Then streamflows were calibrated over a 10-yr period
using available, continuous U.S. Geological Survey
(USGS) streamflow records at the gauge outlet of the
headwater catchments. Average annual water balance
was calibrated first, followed by monthly temporal cal-
ibration using the automated Sequential Uncertainty
Fitting, version 2 (SUFI-2), routine in the SWAT Cali-
bration and Uncertainty Programs (SWAT-CUP;
Abbaspour et al. 2007) within SWAT. Quantitative
criteria recommended byMoriasi et al. (2007) were used
to evaluate performance of the monthly and annual
simulations. Additionally, the strength of calibration
and uncertainty analysis were evaluated using criteria
recommended by Abbaspour et al. (2007). Simulated
and observed water yields were in close agreement for 9
of the 11 selected headwater catchments. The coefficient

of determination r2 and Nash–Sutcliffe efficiency (NSE)
for each headwater catchment are given in Table 1. Two
headwater catchments—Up Northloop and West Fork
Big Blue—where the r2 and NSE values are not satis-
factory are located on top of the Ogallala Aquifer re-
charge zone, where the streams are fed mainly by
groundwater recharge. The current groundwater routines
in SWAT do not simulate surface–ground–streamflow
interactions, hence the unsatisfactory results in these two
headwater catchments. Spatial validation of water yields
showed that the model simulations were satisfactory in
natural-flow streams, but less so in streamswhere surface–
ground–streamflow interactions are large and/or reser-
voirs are found upstream of the streamflow gauges.
Overall, in the context of large-scale modeling studies,
the calibration results were satisfactory.

b. Data

Data on hydrometeorological forcings (forcings
hereafter) for use in SWAT from 1950 to 1999 were from
Maurer et al. (2002). The forcings included daily pre-
cipitation rate, maximum and minimum air tempera-
ture, wind speed, and relative humidity—all at 2-m
height. This dataset is available for North America at a
resolution of 0.1258 3 0.1258 latitude–longitude (from
www.jisao.washington.edu/data).
To derive the PDO index (PDOI), we used theHadley

Centre Sea Ice and Sea Surface Temperature dataset,
version 1 (HadISST1), from 1900 to 1981 (Rayner et al.
2003) andOptimum Interpolation SST (versions 1 and 2;
Smith and Reynolds 2004) from January 1982 to De-
cember 2010. We derived standardized values of the
PDO index as the leading principal component of
monthly SST anomalies in the North Pacific Ocean
poleward of 208N. Monthly and global-average SST
anomalies were subtracted from the principal compo-
nent time series to separate PDO variability from any
global warming signal that may be present in the data.
The TAG index was derived as the difference between

TABLE 1. NSE and r2 in headwater catchments.

Basin Headwater catchment r2 NSE

Upper MRB Marias 0.79 0.77
Little Muddy 0.71 0.60
Big Dry 0.65 0.64
Big Hole 0.74 0.70

Middle MRB Cherry 0.73 0.70
Up Northloop 0.09 21.34
James 0.76 0.65

Lower MRB West Fork Big Blue 0.54 0.40
West Nishaboshana 0.84 0.75
Up Saline 0.89 0.87
Big Penny 0.80 0.68

2460 JOURNAL OF HYDROMETEOROLOGY VOLUME 17

http://nid.usace.army.mil
http://nid.usace.army.mil
http://www.jisao.washington.edu/data


monthly average SST anomalies in the tropical North
Atlantic (5.58–23.58N, 158–57.58W) and tropical South
Atlantic (08–208S, 108E–308W). The WPWP index was
derived by averaging SST anomalies in the box 208S–
208N, 908E–1808. A linear trend was removed from the
entire time series.

c. Preparation of idealized, individual, and multiple
DCV scenarios

Twenty-nine SWAT experiments were designed to
address the questions posed in section 2. The first
question was addressed with six experiments in which
statistically derived forcings for positive and negative
phases of the PDO, TAG, and WPWP indices at their
average values during the 1949–2010 period were used
to drive SWAT. Then, these forcings for both positive
and negative phases of the three DCV indices were su-
perposed in eight combinations (two phases and three
DCV phenomena; 23 5 8 combinations). These eight
experiments addressed the second question. To further
test the sensitivity of water yields to extremes in the
three DCV indices (the third question), forcings asso-
ciated with extreme values of the PDO, TAG, and

WPWP indices in the 1949–2010 period were used to
drive SWAT in six experiments. Finally, these forcings
associated with extreme values of the three indices were
superposed into eight combinations of the three DCV
indices. To compare with the DCV scenario experi-
ments, one climatology experiment was run at each local
watershed in which SWAT was forced by monthly

TABLE 2. Monthly amplitudes of DCV phenomena in each
scenario.

PDO TAG WPWP

Avg Max Min Avg Max Min Avg Max Min

Jan 0.69 1.78 21.26 0.25 0.59 20.83 0.08 0.15 20.27
Feb 0.74 1.68 21.51 0.30 0.74 20.92 0.08 0.17 20.22
Mar 0.76 1.82 21.26 0.31 0.89 20.75 0.08 0.19 20.22
Apr 0.70 1.41 21.49 0.33 0.85 20.90 0.07 0.19 20.17
May 0.78 1.93 21.50 0.32 0.88 21.02 0.06 0.17 20.14
Jun 0.61 1.76 21.34 0.27 0.62 20.83 0.06 0.12 20.19
Jul 0.67 1.71 21.18 0.20 0.36 20.68 0.06 0.12 20.15
Aug 0.56 1.14 20.98 0.18 0.36 20.56 0.06 0.14 20.15
Sep 0.48 1.19 21.01 0.18 0.32 20.57 0.07 0.18 20.17
Oct 0.53 1.12 20.92 0.20 0.34 20.62 0.07 0.19 20.21
Nov 0.44 1.16 20.86 0.19 0.35 20.55 0.07 0.16 20.21
Dec 0.46 1.64 20.97 0.21 0.57 20.61 0.07 0.16 20.21

FIG. 1. Annual-average precipitation (mmday21) and daily max temperature (8C) anomalies
associated with (a) PDO1, precipitation; (b) PDO2, precipitation; (c) PDO1, temperature; and
(d) PDO2, temperature.
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values of hydrometeorological variables averaged over
1990–99 in the watershed.
As indicated in section 2, our earlier modeling study in

the MRB with the HUMUS–SWAT system encom-
passed only 75 sites. Upon calibration and validation of
the new high-resolution version of SWAT, the number
of locations was increased to include approximately
13 500 representing the entire MRB, with each location
corresponding to a local watershed.
There were two components of the DCV forcing sce-

narios at each location. One was an average annual cycle
of monthly forcing and the other was a monthly forcing
anomaly associated with an individual DCV phenome-
non or with combined DCV phenomena. These two
components were arithmetically added to produce the
total forcing to drive SWAT.Asmentioned in section 3b,
the forcings included daily precipitation rate, maximum
and minimum air temperature, wind speed, and relative
humidity—all at 2-m height. The average annual cycle of
monthly forcing was calculated for each location by av-
eraging daily data at that location over the 10-yr period
1990–99 because that was the last decade for which data
were available on all variables. For example,RJan was the

average value of precipitation rate R over 10 Januarys
from 1990 to 1999 at each location.
To associate forcing anomalies with DCV phenomena,

all monthly forcings and DCV indices for the 1950–99
period were low-pass filtered to allow periods equal to or
longer than 8 years to pass through with no attenuation of
amplitude; amplitudes of all periods shorter than 8 years
were set to zero. Then a regression analysis was carried
out between each of the five filteredmonthly forcings and
filtered monthly PDO,WPWP, and TAG indices. Linear
regression equations were fitted for each calendar month
between each forcing and each DCV index at each lo-
cation. An example of the procedure, a regression
equation for January, fitted between low-pass-filtered
January precipitation anomaly R0 and the PDOI for the
1950–99 period, is given here:

R0(year, January)

5[mPDO(January)][PDOI(year, January)]

1CPDO(January).

Here,mPDO is the slope and CPDO is the intercept of the
regression line. Two tests were used (Mehta et al. 2012)

FIG. 2. Annual-average precipitation (mmday21) and daily max temperature (8C) anomalies
associated with (a) TAG1, precipitation; (b) TAG2, precipitation; (c) TAG1, temperature;
and (d) TAG2, temperature.
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to determine the significance of the slopes and intercepts—
the r2 test for the ‘‘goodness of fit’’ of the regression model
and the Student’s t test for the statistical significance of
the regression coefficients (Press et al. 2007). The r2

value represents the variance of a forced variable ex-
plained by the regression. The t test determines if the
resulting coefficients from the regression are distin-
guishable from zero. The monthly r2 values for pre-
cipitation rate over 50 years at each location in theMRB
vary from 0.1 to 0.6–0.7 individually for the PDOand the
TAG. The values are somewhat smaller for the WPWP.
The annual-average r2 value for precipitation rate, av-
eraged over the entire MRB, is approximately 0.25 for
the PDO and the TAG and approximately 0.1 for the
WPWP. The r2 values for daily maximum and minimum
temperature are larger for each of the three DCV in-
dices. Based on the t test, it was found that patterns of
95% significance are similar to those of the r2 values. At
specific locations in theMRB, this is also evident with all
significant t-test areas coinciding with r2 areas, with the
latter values approximately greater than or equal to 0.1.
Thus, results of these two significance tests were gen-
erally found to be satisfactory.

In the next step, using these regression coefficients, forcing
anomalies corresponding to the average positive or average
negative value of the corresponding DCV index were gen-
erated.Forexample,mPDOandCPDO for Januarywereused,
alongwith an average positive valueof PDOI (PDOI1) over
the 1950–99 period, to create the precipitation anomaly
RPDOI1 corresponding to PDOI1 for January:

RPDOI1(January)5 [mPDO(January)][PDOI1(January)]

1C
PDO

(January).

Finally, to complete eachDCV-related climate scenario,
the January precipitation rate anomalyRPDOI1(January)
was added to the corresponding average monthly cli-
matology RJan, producing the total precipitation rate
RPDOI1(January) at a particular location associated with
average positive PDO index:

RPDOI1(January)5RJan 1RPDOI1(January).

This procedure was repeated at all locations, all cal-
endar months from January to December, and all

FIG. 3. Annual-average precipitation (mmday21) and daily max temperature (8C) anomalies
associated with (a) WPWP1, precipitation; (b) WPWP2, precipitation; (c) WPWP1, temper-
ature; and (d) WPWP2, temperature.
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forcings to produce an annual cycle of forcing data for
the PDO1 scenario. This set of idealized DCV sce-
narios is titled individual DCV scenarios (IDSs). In the
scenario set titled IDS-Avg and containing six mem-
bers, PDOI1 and other DCV indices were the average
value of each index. In the scenario set titled IDS-
Extremes, also containing six members, maximum
positive and minimum negative values of each index in
the 1949–2010 period were used.
In the second set of scenarios, named combined DCV

scenarios (CDS), forcings corresponding to positive and
negative phases of the three individual DCV phenom-
ena, derived as explained for the IDSs, were arithmeti-
cally added. There are eight combinations of three DCV
phenomena (PDO, TAG, and WPWP) and two phases
(positive and negative). These eight combinations are
(PDO1, TAG1, WPWP1), (PDO2, TAG2, WPWP2),
(PDO1, TAG2, WPWP1), (PDO1, TAG2, WPWP2),
(PDO2, TAG1, WPWP1), (PDO2, TAG1, WPWP2),
(PDO1, TAG1,WPWP2), and (PDO2, TAG2,WPWP1).
Forcing anomalies at the average amplitude associated
with each of the eight scenarios were superimposed
on their climatological values—as in the IDS-Avg

scenarios—and the total forcings were used as input to
SWAT; this subset is referred to as CDS-Avg. The
maximum and minimum values of the three DCV in-
dices in the 1949–2010 period were used in the other
subset titled CDS-Extremes, also containing eight sce-
narios. Thus, a total of 29 (28 DCV scenarios and 1 cli-
matology scenario) scenarios were formed. Themonthly
amplitudes of each of the DCV scenarios are given in
Table 2.
A simulation experiment for each scenario in each

set was run with SWAT forced by 12 months of forc-
ings for 10 years. The total monthly forcings were
provided as an input to the weather generator in
SWAT whose daily output was provided as an input to
the SWAT simulations. Thus, we obtained 10 annual
samples of output variables for each scenario. Results
averaged over the 10 samples are described in this
paper. Results were analyzed at all locations. A
z-score test (Spiegel and Stephens 2007) was used to
show locations where differences between positive
and negative phases of each DCV phenomenon (e.g.,
between PDO1 and PDO2) were 95% significant. The
z-score value represents how many standard de-
viations an element is from the average and is found
by dividing the difference of the anomalous positive
and negative scenario averages by the standard de-
viation of the difference of the anomalous scenario
distributions.
In figures showing impacts of various scenarios in

subsequent sections, each of the 12-digit locations in the
MRB is represented by a symbol (square) placed at the
center latitude–longitude of the location. Some symbols
overlap because of the close proximity of the center
points of neighboring locations, while others are spaced
farther apart, resulting in blank (white) space between
locations. Black dots mark locations where differences
in water yield are significant.

4. Impacts of individual decadal climate variability
scenarios

a. Hydrometeorological anomalies associated with
each scenario

Regression analyses showed that substantial pre-
cipitation and temperature anomalies in the MRB are
associated with both phases of the PDO. Figure 1a
shows that precipitation anomalies associated with the
positive phase of the PDO (PDO1) are generally posi-
tive in the MRB, except in the north-central part of the
basin, where they are negative. Figure 1b shows that
precipitation anomalies associated with the negative
phase of the PDO (PDO2) are generally negative, ex-
cept in the north-central part of the basin. The largest

FIG. 4. SWAT-simulated annual-average water yield (% change
from climatology) in the MRB in (a) PDO1 and (b) PDO2 phases.
Black dots show locations of 95% significance.
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precipitation anomalies associated with PDO1 range
from 3 to 5mmday21 and from23 to24mmday21 with
PDO2. Under PDO1, daily maximum temperature
Tmax (Fig. 1c) is below average by 20.38 to 20.68C, ex-
cept in small areas in Wyoming, Colorado, and western
Nebraska, and in northern Kansas, most of Montana,
and western North Dakota.
Under PDO2 conditions, Tmax (Fig. 1d) is above av-

erage by 0.38–0.68C almost everywhere in the basin ex-
cept in Montana and western North Dakota. Under the
positive phase of TAG (TAG1), precipitation (Fig. 2a)
is below average by 1–2mmday21 almost everywhere in
the MRB. Almost everywhere in the basin, these pre-
cipitation changes are associated with Tmax increases
from near 08 to 0.38C (Fig. 2c), except for a few locations
in central South Dakota, northern Wyoming, Nebraska,
Kansas, and northeastern Colorado, whereTmax is lower
by a few tenths of a degree Celsius. In the negative phase
of TAG (TAG2), precipitation (Fig. 2b) increases ap-
proximately 1–3mmday21 everywhere except for a few
locations in South Dakota and Nebraska. The Tmax is
generally below average everywhere, ranging from
near 20.18 to 20.38C (Fig. 2d). Precipitation anomalies
tend to be less dramatic under both phases of WPWP
than they are under PDO or TAG, and generally dif-
fered in sign between its phases as for PDO and TAG. In
southeastern MRB (Missouri and southwestern Iowa),
precipitation anomalies are from 21 to 1mmday21 in
the positive phase of WPWP (WPWP1; Fig. 3a) and
the negative phase of WPWP (WPWP2; Fig. 3b), but
with opposite signs in the two phases. In the central
MRB (Nebraska and northern Kansas), precipitation

anomalies are from 0 to 1mmday21 in WPWP1 and
from 0 to21mmday21 inWPWP2. In the northwestern
portions of the MRB (western South Dakota, North
Dakota, Wyoming, and Montana), precipitation anom-
alies are largely negative, ranging from near 0 to
2mmday21 in WPWP1 and from 0 to 21mmday21 in
WPWP2. The Tmax anomalies range from 08 to 0.38C in
WPWP1 (Fig. 3c) and from20.18 to20.38C inWPWP2

(Fig. 3d).
Thus, all six individual DCV scenarios display some

influence on the hydrometeorology of the MRB, with
PDO influences being the most substantial. The PDO1

(PDO2) phase is associated with wetter (drier) and
cooler (warmer) temperatures overmost of the southern
half of the basin, with opposite sign anomalies else-
where. Generally, the effects of positive and negative
phases of TAG on the basin hydrometeorology are the
opposite of those that occur under positive and negative
phases of the PDO. The TAG2 (TAG1) phase is asso-
ciated with wetter (drier) and cooler (warmer) condi-
tions over most of the southern half of the basin, with
opposite sign anomalies elsewhere. The WPWP1

(WPWP2) phase is associated with wetter (drier) con-
ditions over essentially the southern half of the basin,
with opposite sign anomalies elsewhere. Temperatures
are generally higher in the basin under WPWP1 and
lower under WPWP2.

b. Impacts on total and groundwater yields

Impacts of various DCV scenarios were evaluated by
defining total water yield (referred to as water yield
hereafter), as the net amount of water that leaves each

FIG. 5. Map of four-digit subbasins in the MRB.
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12-digit subbasin and contributes to flow in the nearest
stream/river. The groundwater contribution (referred
to as groundwater hereafter) to the total water yield
was defined as the water from the shallow aquifer that
returns to the nearest stream/river. Simulation results
of IDS-Avg scenarios are described in this section.
Simulation results were displayed in a variety of for-
mats—two-dimensional (longitude–latitude) figures,
histograms aggregated over a part or all of the MRB,
and tables of statistics of water yield changes—for
each DCV scenario. In the twin interests of clarity
and brevity, only selected examples are shown in
this paper.
IDS-Avg water yield (Fig. 4a) increased by 10%–30%

of average yield in most of the MRB in response to
forcing anomalies associated with PDO1 (Figs. 1a,c),
but not in eastern and western Montana, western North
Dakota, and individual locations in South Dakota, Ne-
braska, Colorado, and Wyoming, where the yield de-
creased by 10%–20%. In response to forcing anomalies
associated with PDO2 (Figs. 1b,d), water yield (Fig. 4b)
decreased almost everywhere by 10%–20%, except for

some isolated locations in Montana, North and South
Dakota, Wyoming, Colorado, and Nebraska. The aver-
age water yield change over the entire MRB in both
phases of the PDO was within 620% of average yield.
As Fig. 4 shows, the response of water yield to the two

PDO scenarios at the 12 km3 12 km resolution is rich in
detail and quite varied over the entire MRB in the
magnitude of the changes. Therefore, in order to
quantify and assess the response in larger subbasins, the
high-resolution changes were aggregated in four-digit
subbasins identified by USGS.
A map of 29 of the 30 four-digit subbasins in the

MRB is shown in Fig. 5. Spatial average and standard
deviation of water yield changes in each four-digit
subbasin, maximum and minimum values of changes
in each subbasin, and the percent of each subbasin’s
area in which changes are statistically significant were
calculated and tabulated for each DCV scenario. Table 3
shows the calculated statistics for PDO1 and PDO2

scenarios in each four-digit subbasin. The table shows
several interesting attributes of the water yield re-
sponse to the two PDO scenarios. Generally, there is a

TABLE 3. Four-digit subbasin statistics (avg, std dev, and max positive and negative changes in each four-digit subbasin) of
SWAT-simulated annual-average water yield (% change from climatology) in 29 subbasins in the MRB in PDO1 and PDO2 phases.

PDO1 PDO2

Subbasin % Significant area Avg Std dev Max Min Avg Std dev Max Min

1002 39.95 1.06 1.68 7.63 24.13 20.76 1.68 5.73 24.36
1003 13.80 0.38 3.29 15.57 24.62 0.19 3.14 8.31 213.99
1004 12.44 6.36 12.74 37.21 220.33 22.08 8.38 17.70 220.40
1005 5.65 6.96 10.08 35.34 210.58 26.91 12.31 10.16 237.12
1006 4.44 21.19 9.09 24.72 28.63 2.36 8.85 16.03 222.15
1007 18.41 0.20 3.48 18.72 26.58 20.13 3.76 9.71 219.05
1008 24.86 2.99 4.39 27.31 23.65 22.31 3.48 3.93 228.16
1009 21.72 5.96 5.29 24.11 27.60 23.74 3.67 7.10 217.09
1010 16.71 6.03 8.29 36.17 26.20 23.30 5.42 6.54 214.54
1011 20.56 4.24 6.47 22.78 214.14 23.49 5.71 6.26 222.05
1012 33.68 6.68 4.99 28.15 25.16 26.39 5.02 1.98 241.09
1013 13.78 3.89 6.38 23.08 216.83 21.97 5.52 19.91 214.04
1014 60.91 6.22 4.14 28.21 0.37 25.96 4.02 0.34 221.69
1015 66.58 6.54 5.81 37.05 20.46 26.12 4.61 0.94 223.05
1016 37.09 5.36 3.56 22.17 0.65 24.78 2.82 20.50 214.18
1017 76.40 7.12 3.50 19.26 1.09 26.14 2.46 20.91 216.85
1018 28.81 3.63 4.11 24.81 27.21 23.36 3.65 5.09 217.73
1019 38.13 5.89 6.61 30.43 27.72 25.25 5.74 7.52 224.66
1020 94.26 6.50 4.23 26.11 0.32 25.87 3.49 20.54 224.00
1021 83.91 6.87 5.56 27.80 0.18 26.12 4.88 0.18 221.98
1022 96.15 5.93 2.21 15.78 1.93 25.75 2.16 21.34 213.39
1023 67.06 3.28 1.73 10.36 21.62 23.14 1.54 1.35 28.10
1024 99.20 4.08 1.76 13.15 0.73 24.12 1.61 20.71 29.50
1025 47.16 4.42 4.43 30.10 21.05 23.98 3.75 0.83 219.35
1026 77.80 4.67 3.48 31.74 0.23 24.62 3.02 0.06 220.53
1027 96.99 7.31 6.28 39.71 20.77 26.42 4.81 20.78 239.17
1028 99.68 4.40 1.57 9.91 0.63 24.64 1.74 20.60 210.36
1029 100.00 4.65 1.68 10.71 1.11 24.45 1.59 21.16 210.23
1030 100.00 5.05 2.05 16.18 0.98 24.89 1.90 20.78 212.30
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progression of large-scale increases in DCV impacts—
as characterized by percent area with significant
changes—from the upper part of the MRB (subbasins
1002–1013) to the middle part (subbasins 1014–1023)
to the lower part (subbasins 1024–1030). The table
also shows generally more homogeneous changes
within a subbasin—as characterized by the spatial
standard deviation—from the upper part (larger stan-
dard deviation) to the middle and lower parts (smaller
standard deviation). The table also shows an increas-
ing distinctness of the response to PDO1 and PDO2

scenarios—as characterized by decreasing overlap of
the range of changes within each subbasin—from the
upper part (more overlap in range) to the middle part
(less overlap in range) to the lower part (very little
overlap in range).
The water yield changes for PDO1 and PDO2, evi-

dent in Fig. 4 and Table 3, were further aggregated in
histograms for each of the threemajor parts of theMRB.
These histograms aggregated water yield changes in bins
at all locations that have statistically significant yield
changes. These histograms are shown in Fig. 6. Because
of small numbers of locations in all distributions at yield
change magnitudes larger than 20%, the x-axis range is
restricted to values from220.5% to 20.5% in Fig. 6; the
maximum and minimum values of yield changes in each
part of the MRB are given in Fig. 6. Following Mehta

et al. (2011), a test of significance of differences in the
binned distributions corresponding to positive and
negative phases of each DCV phenomenon was con-
ducted (Press et al. 2007). This test showed that, for all
three DCV phenomena, the probabilities of the distri-
butions corresponding to positive and negative phases
belonging to the same population were smaller than
10212, implying that impacts of positive and negative
phases of each DCV phenomenon were significantly
different. In Fig. 6, as seen in Table 3, the number of
locations where changes are significant increases and the
overlap between changes in PDO1 and PDO2 de-
creases from the upper to the lower part of the MRB.
The histograms clearly show that PDO1 and PDO2

scenarios substantially and significantly impact water
yields to varying degrees in the three parts of the MRB.
Histograms aggregated over the entire MRB for each of
the two PDO scenarios (not shown) indicate a net im-
pact on water yields with the range of changes in PDO1

from220% to 39% and in PDO2 from241% to 20% in
6086 locations (45% of the total number of locations
where the SWAT experiments were run) where the
changes are significant. The net change in water yield in
the MRB is approximately 15% between the two
PDO phases.
Although water yield in individual watersheds is an

important variable for water resources and agriculture,

FIG. 6. Histograms of aggregated water yields in three parts of theMRB for PDO1 and PDO2:
(a) upper, (b) middle, and (c) lower.
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it is a SWAT-specific variable. So, in order to assess the
‘‘real world’’ importance of SWAT-simulated impacts of
DCV phenomena, these results are compared with ob-
servations. The ratio of SWAT-simulated streamflow
anomalies in the two PDO scenarios and 30-yr (1981–
2010) average of streamflow measured by USGS
gauges was calculated where the latter data are available
in the MRB (Fig. 7). The SWAT-simulated streamflow
anomalies are generally in the 620% range, with a few
locations in Nebraska and Kansas exceeding this range.
Figure 7 also shows the generally opposite signs of
SWAT-simulated streamflow anomalies in the two PDO
scenarios. Thus, it is clear that SWAT-simulated impacts
of the two PDO scenarios in the MRB are substan-
tial when compared to long-term averages of gauge-
measured streamflows.
In response to forcing anomalies associated with the

two TAG scenarios, the water yield responses were
much less homogeneous spatially, especially in the up-
per part of the MRB, compared to the responses to the
two PDO scenarios; this is evident in the original high-
resolution figures (not shown) as well as in the table of
statistics (not shown) in each four-digit subbasin.

Generally, there was antisymmetry in the signs of water
yield anomalies between TAG1 and TAG2. In the in-
terest of brevity, only the histograms aggregated in each
of the three parts of the MRB are shown here in Fig. 8.
Overlaps in ranges of water yield changes and frequency
distributions are evident in the upper part of theMRB in
Fig. 8a. These overlaps decrease in the middle and lower
parts of the MRB. Histograms aggregated over the en-
tire MRB for each of the two TAG scenarios (not
shown) indicate a net impact on water yields with the
range of changes in TAG1 from 244% to 28% and in
TAG2 from226% to 45% in 3529 locations (26%of the
total number of locations where the SWAT experi-
ments were run) where the changes are significant. The
net change in water yield in the MRB is approximately
5%–10% between the two TAG phases. Overall, in-
cluding in histograms aggregated in the entireMRB for
the two TAG scenarios, it appears that responses to the
two TAG scenarios reflect inhomogeneities in hydro-
meteorological anomalies associated with these two
scenarios (Fig. 2) and more pronounced effects of local
conditions.
Water yield responses to the twoWPWP scenarios are

also inhomogeneous as evident in the original high-
resolution figures (not shown) and the table of four-digit
subbasin statistics (not shown). As discussed earlier in
this section, there were below-average precipitation and
above-average temperatures in WPWP1, generally re-
sulting in below-average water yield in almost the entire
MRB. The opposite situation prevailed in WPWP2.
Although there are substantially large (up to 30% or
more) changes in water yield at individual locations in
the two WPWP scenarios, the changes aggregated in
upper, middle, and lower parts of the MRB are usually
65% of climatological water yields, as is evident in the
histograms in Fig. 9. Also, in the middle part of the
MRB, there are substantial overlaps in ranges of
changes in the two WPWP scenarios. Histograms ag-
gregated over the entire MRB for each of the two
WPWP scenarios (not shown) indicate a net impact on
water yields with the range of changes in WPWP1

from231% to 13% and inWPWP2 from220% to 32%
in 4020 locations (30% of the total number of locations
where the SWAT experiments were run) where the
changes are significant. The net change in water yield in
the MRB is approximately less than 5% between the
two WPWP phases.
To summarize the findings displayed and described

above, there were significant and large impacts of PDO
phases on surface water in the southern half of the
basin and isolated, smaller spatial-scale impacts in the
northern half. There was generally 30% or more sur-
face water under PDO1 and 20%–30% less under

FIG. 7. Ratio (%) of SWAT-simulated streamflow anomalies and
30-yr (1981–2010) average streamflows measured by the USGS
gauges: (a) PDO1 and (b) PDO2.
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PDO2. In TAG phases, there were generally the same
sign of surface water anomalies in the basin, except
in a swath from west-central Kansas to southeastern
Nebraska–northwestern Missouri, western Montana,
and the North and South Dakota border. Surface
water anomalies were of the same sign in PDO1 and
TAG2; this is also true for PDO2 and TAG1. There
are small (610%) surface water anomalies associated
with WPWP phases, generally of the same signs as
under TAG1 and TAG2.
The forcing anomalies associated with each phase of

the three DCV phenomena persist for several years,
recharging underground water, some of which flows
into streams and rivers. The quantity of lateral
groundwater flow depends on areal extent and mag-
nitude of forcing anomalies, soil characteristics, and
topography. The SWAT experiments showed, how-
ever, that the latter two factors dominate the ground-
water contribution to total water yields in the MRB
and that the ratio of groundwater contribution to
the total water yield is the same at any particular lo-
cation in both the climatology and DCV scenario
experiments.
The groundwater contributions to lateral flow (not

shown) were 10%–20% of the total water yield in much
of the MRB, except along the eastern boundary of the
basin in South Dakota, eastern Nebraska, western Iowa,

and in central Missouri, where the groundwater contri-
bution was as much as 30%. In a few small regions in
eastern Montana, western and central North Dakota,
northeastern South Dakota, eastern Nebraska, and
northern Iowa, the groundwater contribution to water
yield was 60%–80%.

5. Impacts of multiple decadal climate variability
scenarios

a. Hydrometeorological anomalies associated with
each scenario

In the second set of SWAT experiments, titled
CDS-Avg, we studied the response of water yield to
scenarios in which three DCV phenomena occurred
simultaneously. All eight of the multiple-DCV sce-
narios (section 3c) affect hydrometeorology of the ba-
sin, with (PDO1, TAG2, WPWP1/2) and (PDO2,
TAG1, WPWP1/2) combinations producing maximal
impacts. The PDO1 and TAG2 phases occurring to-
gether produced generally wetter and cooler condi-
tions, whereas the PDO2 and TAG1 phases reinforced
one another to produce generally drier and warmer
conditions. As previously noted, WPWP phases gen-
erally have marginal effects on the overall basin
hydrometeorology.

FIG. 8. Histograms of aggregated water yields in three parts of theMRB for TAG1 and TAG2:
(a) upper, (b) middle, and (c) lower.
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b. Impacts on total water yields

Since combinations of opposite phases of PDO and
TAG produced maximal impacts, their effects in CDS-
Avg scenarios on surface and groundwater are described
here. As Fig. 10 shows, withWPWP in its positive phase,
the impacts of the (PDO1, TAG2) and (PDO2, TAG1)
scenarios on surface water were greater than those of
either the PDO (Fig. 4) or the TAG (not shown) alone at
most of the 13 500 locations where the impacts were
simulated. In the former scenario with WPWP1

(Fig. 10a), there were 30%–40%or even larger increases
in water yield in the southeastern part of the MRB
(eastern and central Nebraska, eastern Kansas, south-
western Iowa, and Missouri). There were also large in-
creases in parts of South Dakota, central Montana, and
southwestern Nebraska. There were small decreases
(;10%), mostly in the northern part of the MRB and in
relatively small and isolated areas in Wyoming, Ne-
braska, and Kansas. Overall, the increases were much
greater in this CDS-Avg scenario than in IDS-Avg
PDO1 or TAG2 scenarios alone. In the (PDO2,
TAG1) scenario with WPWP1 (Fig. 10b), there was a
20%–30% or even larger decrease in water yield, gen-
erally in the same areas where large increases appear in
Fig. 10a. This complementarity was due to superposi-
tion of positive anomalies in PDO1 and TAG2 and

superposition of negative anomalies in PDO2 and
TAG1. In both its phases, WPWP made substantial
impacts on surface water in North and South Dakota,
Montana, Nebraska, Kansas, and Missouri. Because of
generally opposite signs of hydrometeorological anoma-
lies, the (PDO1, TAG1) and (PDO2, TAG2) CDS-Avg
scenarios reduced impacts on surface water of either
phenomenon or phase alone.
These changes at individual locations in Fig. 10 were

aggregated in upper, middle, and lower parts of the
MRB and are shown in Fig. 11. They show mixed-sign
responses and also the large ranges of water yield
changes in the upper part of the MRB. They also show
that the responses for the two 3-DCV combinations are
much more separated and homogeneous in the middle
and lower parts of the basin.

6. Impacts of extreme magnitudes of decadal
climate variability phenomena

The results described in the preceding two sections
were obtained with idealized single-DCV (IDS-Avg)
and multiple-DCV (CDS-Avg) scenarios using aver-
age magnitudes of DCV indices observed over the
1949–2010 period. SWAT runs were also made with
DCV scenarios encompassing extreme magnitudes of
PDO, TAG, and WPWP indices observed during the

FIG. 9. Histograms of aggregated water yields in three parts of the MRB for WPWP1 and
WPWP2: (a) upper, (b) middle, and (c) lower.
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1949–2010 period; these scenarios are referred to as
IDS-Extremes and CDS-Extremes, as described in sec-
tion 3c. Results of these SWAT experiments are de-
scribed in this section.
In single-DCV scenarios with extreme magnitudes

(IDS-Extremes), the spatial distribution of impacts on
water yield were generally the same as appears in the
average magnitude single-DCV scenarios (IDS-Avg)
discussed in section 4b. Water yields in the IDS-
Extremes scenarios increased by approximately 10%–
20% (not shown). In multiple DCV scenarios (CDS-
Extremes), however, the impacts of extreme DCV
magnitudes were magnified by superposition of same-
sign anomalies. Again, (PDO1, TAG2) and (PDO2,
TAG1) scenarios, coupled with the same WPWP pha-
ses, led to maximal impacts on water yields. MRB-
aggregated histograms in Fig. 12 show percent change in
water yield in the (PDO1, TAG2, WPWP1) and
(PDO2, TAG1, WPWP1) CDS-Extremes scenarios,
respectively. Note that the percent change scale in
Fig. 12 spans twice as large a range as in corresponding
average magnitude results shown in Fig. 11. Thus, these
results show that extreme magnitudes and opposite

phases of PDO and TAG can cause devastating
droughts and wet periods in the MRB.

7. Discussion and conclusions

We conducted experiments with an advanced high-
resolution version of SWAT, calibrated and validated
for theMRB to estimate impacts of the PDO, TAG, and
WPWP on surface and groundwater flows in the basin.
Impacts of positive and negative phases of individual
DCV phenomena as well as of combinations of the
three DCV phenomena were simulated by forcing
SWAT at approximately 13 500 locations (approximate
grid spacing of 12 km3 12 km, latitude–longitude) with
idealized hydrometeorological scenarios associated
with the DCV phenomena. Experiments were con-
ducted with average magnitudes and with extreme
magnitudes of the three DCV phenomena as observed
from 1949 to 2010. Major results of this study are as
follows:
d All six individual DCV scenarios (three DCV
phenomena3 two phases each) affect hydrometeorology
of the MRB, with the most substantial impacts from
PDO followed by TAG and WPWP.

d All eight multiple-DCV scenarios affect hydrometeo-
rology of the basin, with (PDO1, TAG2, WPWP1/2)
and (PDO2, TAG1, WPWP1/2) scenarios producing
maximal impacts.

d There are significant impacts on surface water over the
entire basin, but only in its southeastern and northern
parts is the groundwater contribution to surface flows
noteworthy.

d Impacts of (PDO1, TAG2) and (PDO2, TAG1)
combinations on surface water and groundwater are
stronger (up to 30%–40% with respect to recent
climatology) than of either of these DCV phenomena
alone.

d Local conditions in the central and northern parts of
the basin appear to influence responses to DCV
phenomena more than in other parts of the basin.

d The above-mentioned impacts on hydrometeorology,
surface water, and groundwater occur even under
average magnitudes of the three DCV phenomena
observed over the 1949–2010 period.

d Extreme magnitudes of the three DCV phenomena,
acting individually or in concert, are associated with
severe to extreme droughts and wet periods in
the MRB.
These results clearly show that water yields are sen-

sitive to changes in the forcings associated with indi-
vidual phenomena and their phases. This is so since the
hydrologic cycle is driven by precipitation and evapo-
transpiration, and the latter is determined by ambient

FIG. 10. SWAT-simulated annual-average water yield (% change
from climatology) in theMRB in (a) (PDO1, TAG2, WPWP1) and
(b) (PDO2, TAG1, WPWP1) scenarios. Black dots show locations
of 95% significance.
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temperature and humidity and by windiness. To further
relate results of simulations of idealized scenarios to
occurrences of actual (or real world) dry and wet pe-
riods, we compared SWAT’s responses to hydromete-
orological anomalies associated with idealized DCV
scenarios with observed streamflow at many locations
in the MRB, and also simulations of observed, persis-
tent dry, and persistent wet periods by SWAT. The
empirical association between maxima and minima in
observed streamflows and phases of PDO and TAG is
similar to the implications of the simulation results
from this study.
To further compare impacts of idealized DCV sce-

narios and observed streamflows, we simulated annual-
average daily streamflow in one wet (1982–86) and one
dry (1987–90) period in the MRB. The PDO index was
in positive phase during the wet period and negative
phase during much of the dry period. The TAG index
was in negative phase during the wet period, but fluc-
tuated between positive and negative phases during the
dry period. For these time periods, SWATwas forced by
observed, daily hydrometeorological anomalies from
Maurer et al. (2002) at each of the approximately 13 500
locations. The observed and simulated streamflow
anomalies, calculated with respect to corresponding
climatology, for the wet and dry periods are shown in
Figs. 13 and 14, respectively. Annual-average daily

streamflow anomalies at specific locations observed by
the USGS gauge network in the MRB and simulated by
SWATat the same locations are generally similar for the
1982–86 wet period and the 1987–90 dry period as
Figs. 13a, 13b, 14a, and 14b show. Differences between
the observed and simulated streamflow anomalies are
reasonably small, as Figs. 13c and 14c show. A scatter-
plot of observed versus simulated streamflow anomalies,
the data shown in these two figures, shows that an
overwhelming number of data points within 640m3 s21

lay along the slope 5 1 line, implying that SWAT sim-
ulates the observed flow anomalies in this range very
well. At observed flow anomalies below average by
60m3 s21 and larger, SWAT underestimates the flows,
and at observed flow anomalies 35–40m3 s21, SWAT
overestimates the flows. Thus, the simulated impacts of
DCV phenomena appear to be consistent with observed
association between DCV phenomena and streamflow
anomalies in theMRB. Perfect agreement should not be
expected, however, as topography, soil type, antecedent
soil moisture conditions, and vegetative cover are also
controlling surface and groundwater flows, and all of the
latter factors were treated as uniform over the entire
area of each 12-digit subbasin. Although outliers exist,
SWAT-simulated water yields and streamflows were
generally consistent with DCV anomalies in forcings,
both locally and regionally in this study.

FIG. 11. Histograms of aggregated water yields in three parts of theMRB for (PDO1, TAG2,
WPWP1) and (PDO2, TAG1, WPWP1) scenarios at average amplitudes: (a) upper,
(b) middle, and (c) lower.
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A comparison of simulated impacts of idealized DCV
scenarios on water yields—described in this paper—
with our exploratory study (Mehta et al. 2011) shows
that while the overall spatial patterns of impacts of in-
dividual DCV phenomena on water yields in the MRB
are generally similar, impacts are much larger in mag-
nitude at some locations and in some four-digit basins in
the present study. This difference may be largely due to
the much higher resolution employed in the present
study and also due to the meticulous calibration and
validation of the very high-resolution SWAT employed
in this study. There are 180 times more samples in the
present study (;13 500 locations), so analyses results are
much more accurate and reliable compared to the ex-
ploratory studywhere there were only 75 locations in the
entire MRB. Another major difference is that the ex-
ploratory study did not simulate impacts of multiple,
simultaneous DCV phenomena on water yields. As
shown by this study, impacts of (PDO1, TAG2) and
(PDO2, TAG1) combinations can be much larger in
magnitude than those of an individual DCV phenome-
non at its average amplitude, the former combination
potentially causing major and long-lasting wet spells and
the latter severe to extreme droughts. These implica-
tions of the present study about extreme hydrologic
impacts of decadal anomalies in Pacific and Atlantic

SSTs are consistent with results of atmospheric general
circulation model experiments by Schubert et al. (2009).
Of course, the biggest difference between the present
and exploratory studies is the usability of the present
results by stakeholders and policymakers as explained in
section 2.
With reference to the three questions posed in this

study (section 2), we found that there are substantial
impacts of the three DCV phenomena at their average
magnitudes on surface and groundwater and on stream-
flows in the MRB (question 1). We also found that
combinations of opposite phases of PDO and TAG can
create dry and wet conditions in the MRB, much more
severe than either individual phenomenon alone (ques-
tion 2). These impacts are even more severe when the
DCV phenomena have extreme magnitudes, creating
extreme and long-lasting hydrologic events such as severe
to extreme droughts and wet periods (question 3). We
also found that soil characteristics and topography dom-
inate groundwater contributions to lateral flow in the
climatological and DCV scenario experiments. The
groundwater contributions to lateral flow were small but
significant in much of the MRB, except along the eastern
boundary of the basin in South Dakota, eastern Ne-
braska, western Iowa, and in central Missouri. In a few
small regions in eastern Montana, western and central

FIG. 12. Histograms of aggregated water yields in three parts of the MRB for (PDO1,
TAG2, WPWP1) and (PDO2, TAG1, WPWP1) scenarios at extreme amplitudes: (a) upper,
(b) middle, and (c) lower.
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North Dakota, northeastern South Dakota, eastern Ne-
braska, and northern Iowa, the groundwater contribution
was much larger. Thus, this study has provided conclusive
and insightful answers to the three major questions.
Our results show that, if they occur individually, the

three DCV phenomena considered in this study can
significantly impact water yields and streamflows in the
MRB. As these DCV phenomena can persist in one
phase or the other for a few years to a decade or longer,
and as the simultaneous correlation among them is
negligibly small, their combined and cumulative effects
on the MRB hydrometeorology should be sufficient to
impact all water sectors in the region—nonirrigated and
irrigated agriculture, municipal and industrial needs,
transportation, hydropower generation, fish and wildlife
habitat, and recreation. These results also imply im-
portant consequences of these impacts onwater yields to
feedbacks to the climate system via water vapor and
heat fluxes.
The MRB is a major ‘‘breadbasket’’ in which most

food and feed crops are produced on nonirrigated land.
In periods of drought, agricultural production is reduced
and the contribution of irrigated land to regional

production can also be significantly curtailed by short-
ages in surface water supply. In periods of ample rain-
fall, the overall contribution of irrigation to regional
production is, of course, less critical. Because the three
DCV phenomena whose impacts on water yields were
modeled in this study are known to influence climate
and hydrometeorology in other parts of the world also
(as do other DCV phenomena not addressed in this
study), our methodology should be applicable to such
regions as well. It is certainly possible that in the fore-
seeable future the evolution of major DCV phenomena
will be forecast with useable skill. If so, it may become
possible, with SWAT and other well-validated hydrol-
ogy models, to forecast multiyear to decadal impacts of
theDCV phenomena on water yields and streamflows in
those regions known to be affected by the phenomena.
We are working toward that goal with experimental
decadal climate and impacts predictions and further
improvements in SWAT as outlined in the introduction.
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